
Computer Vision Group
TUM Department of Informatics
Technical University of Munich

Master’s Thesis – Final Presentation

Jingkun Feng, January 18th , 2024, Munich

Supervisor: Prof. Dr. Daniel Cremers

Advisor: M.Sc. Mariia Gladkova

Automatically Differentiable Dense Visual 
Dynamic SLAM for RGB-D Cameras



Computer Vision Group
TUM Department of Informatics
Technical University of Munich

 Introduction

 Related Works

 Proposed Solution

 Evaluation

 Discussion and Future Work

 Summary

Outline



Computer Vision Group
TUM Department of Informatics
Technical University of Munich

 ∇SLAM [1] provides insights into automatically differentiable SLAM
 Express SLAM as a differentiable function

 Enables end-to-end learning in conjunction with downstream tasks

 Realistic applications are in a dynamic world, but most SLAM systems assume a static 
environment

 This project aims to propose a new differentiable RGB-D SLAM framework for dynamic 
environments
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Introduction
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[1] K. M. Jatavallabhula, S. Saryazdi, G. Iyer, and L. Paull, “gradSLAM: Automagically differentiable SLAM.”

Figure 1. AR application Figure 2. Robot manipulation
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Related Work

 ∇SLAM [1]

 Proposed differentiable alternatives for non-differentiable components
 Fully differentiable
 No trainable parameters
 Performance bounded by conventional counterparts

 Direct method applying feature-metric representation

 GN-Net [2] and “Deep Probabilistic Feature-metric Tracking” [3] 

 Enlarger convergence basin

 DirectTracker [4]

 3D multi-object tracking using Direct Image Alignment (DIA)

 MaskFusion [5]

 Combining Mask R-CNN [6] and geometric segmentation
 Inspired the proposed moving object segmentation method
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Proposed Solution

Figure 5. Computational graph of Direct Image Alignment

System Overview
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 ∇SLAM employs ICP

 Frame-to-model registration is 
computationally costly

 Fully relies on depth input
 Easily fails at repetitive or symmetric 

geometric features

 Direct Image Alignment

 Frame-to-frame alignment is fast and yet 
accurate

 Can be extended by combining intensity 
and depth errors
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Proposed Solution – Visual Odometry
From ICP to Direct Image Alignment

Figure. Reconstruction using DIA

Figure. Failure of ICP
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 Probabilistic feature-metric performs over features learned by a CNN

 At each pyramid level 𝑙, CNN extracts 

 a 𝐷௟-dimensional feature map 𝐅୪ ∈ ℝௐ೗×ு೗×஽೗

 a pixel-wise uncertainty map 𝝈௟ ∈ ℝௐ೗×ு೗

 Formulate an uncertainty-normalized feature difference following [3] 

 Provides larger and smoother convergence basin for DIA
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Proposed Solution – Visual Odometry
From convention DIA to probabilistic feature-metric DIA
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 M-Estimator is more robust to outliers than trivial least squares

 Inspired by “Taking a Deeper Look at the Inverse Compositional Algorithm” [7], the diagonal 

weight matrix is learned using a fully convolutional network

 Solved using the Levenberg-Marquardt (LM) algorithm

 𝑾ఏ serves as the prior for our uncertainty-based segmentation approach
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Proposed Solution – Visual Odometry
Deep M-Estimator
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 Original LM algorithm is non-differentiable

 Following previous works [7] [8], we predict the damping factor 𝜆ఏ

 And fix the number of update steps
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Proposed Solution – Visual Odometry
Differentiable LM Algorithm 

Figure 5. Computational graph of DIA using LM
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 Inspired by MaskFusion [5]

 Use Mask R-CNN to predict the prior segmentation

 Focus on selected classes, such as humans, animals, and cars

 Refine using geometric segmentation

 Investigate the depth discontinuity 𝜙ௗ 

 and object surface concavity 𝜙௖ 

 Compute an edge map using
 Generate over-segmentation results by applying connected-components analysis (CCA) 

on edge map
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Proposed Solution – Moving Object Segmentation
Mask R-CNN [6] refined by Geometric Segmentation
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 The first segmentation method does not distinguish instances

 Uncertainty map encodes dynamic pixels

 FastSAM [] can produce segmentation using prompt inputs
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Proposed Solution – Moving Object Segmentation
Uncertainty-based Segmentation using FastSAM [9]

Generate prompts based on uncertainty maps to segment moving objects 
using FastSAM
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 Train the model in two stages

 Stage 1: using only static scenes to train uncertainty caused by illumination changes and 
sensor noise

 Stage 2: using only dynamic scenes to train uncertainty solely caused by moving objects

 Generate prompt points by performing MaxPool and AvgPool on the uncertainty map 

 Control the number of points within a limited set. For each point, generate a segmentation

 Merge segmentations that share large overlaps
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Proposed Solution – Moving Object Segmentation
Uncertainty-based Segmentation using FastSAM [9]

Figure 5. Segmentation results of images from the Co-Fusion [] dataset
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 Conventional Hungarian Algorithm is non-differentiable

 Adapt the Hungarian Network (Hnet) proposed in [10]

 Hnet estimates the association matrix given the distance matrix
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Proposed Solution – 2D Association

Figure 5. Illustration of Hnet [10]

[10] Adavanne, S. et al. Differentiable Tracking-Based Training of Deep Learning Sound Source Localizers.
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 Formulate DIA only considering the pixels within the associated segmentation mask

 For objects of small size or at a further distance

 Trivial coarse-to-fine Optimization leads to inaccurate estimates or failure

 Inspired by DirectTracker [4], scaling levels are adapted based on the size of objects
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Proposed Solution – Moving Object Tracking
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Proposed Solution

Figure 5. Computational graph of Direct Image Alignment

System Overview
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Proposed Solution
Implementation Details

 Full system is implemented in Python by extending ∇SLAM [1]

 Differentiability is guaranteed by using PyTorch

 16M learnable parameters in our implementation

 Trained using RGB data from TUM RGB-D and Bonn Dynamic RGB-D datasets

 Supervised through 3D End-Point-Error:
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Evaluation
Datasets and Metrics

 Evaluation is conducted on synthetic and real datasets, including 

 ICL-NUIM [11]

 TUM RGD-D [12]

 Bonn Dynamic RGB-D [13]

 Co-Fusion [14]

 Object tracking is evaluated only on the Co-Fusion dataset

 The performance is assessed using 

 absolute trajectory error (𝐴𝑇𝐸) 

 relative pose error (𝑅𝑃𝐸௧௥௔௡௦ and 𝑅𝑃𝐸௥௢௧)

 Intersection over union (𝐼𝑜𝑈) on the Co-Fusion sequences
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Evaluation
Evaluation Results – Static Environment (ICL-NUIM)

Table 1: Absolute Trajectory Error (RMS) on the ICL-NUIM dataset

Ours delivers the best average result over all sequences. 
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Evaluation
Evaluation Results – Static Environment (TUM RGB-D)

Table 2: Absolute Trajectory Error (RMS) on the static sequences of the TUM RGB-D dataset

Table 3: Relative Pose Error (RMS) on the static sequences of the TUM RGB-D dataset

Ours outperforms conventional methods with a distinct advantage, while 
DROID performs slightly better than ours. 
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Evaluation
Evaluation Results – Dynamic Environment (TUM RGB-D)

Table 4: Absolute Trajectory Error (RMS) on the dynamic sequences of the TUM RGB-D dataset

Table 5: Relative Pose Error (RMS) on the dynamic sequences of the TUM RGB-D dataset
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Evaluation
Evaluation Results – Dynamic Environment (TUM RGB-D)

Table 4: Absolute Trajectory Error (RMS) on the dynamic sequences of the TUM RGB-D dataset

Table 5: Relative Pose Error (RMS) on the dynamic sequences of the TUM RGB-D dataset

Though ours performs better than non-learning static SLAM methods, 
DROID SLAM and other state-of-the-art dynamic SLAM methods are 

generally superior to ours.
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Evaluation
Evaluation Results – Dynamic Environment (Bonn Dynamic RGB-D)

Table 5: Relative Pose Error (RMS) on the dynamic sequences of the TUM RGB-D dataset

Table 6: Absolute Trajectory Error (RMS) on the dynamic sequences of the Bonn Dynamic RGB-D dataset

Table 7: Relative Pose Error (RMS) on the dynamic sequences of the Bonn Dynamic RGB-D dataset

Different from the results on TUM RGB-D, on this dataset, our method 
ranks second, holding on to the best method. 
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Evaluation

Table 9: Average IoU between the predicted masks and the ground truth labels

Evaluation Results – Dynamic Environment (Co-Fusion)

Table 8: Evaluation results on the Co-Fusion dataset
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Evaluation

Table 9: Average IoU between the predicted masks and the ground truth labels

Evaluation Results – Dynamic Environment (Co-Fusion)

Table 8: Evaluation results on the Co-Fusion dataset

The proposed method shows relativey mediocre accuracy in motion 
estimation compared to Co-Fusion. However, we have better and more 

consistent segmentation results.  
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Evaluation
Evaluation Results – Dynamic Environment (Co-Fusion)

Table 8: Qualitative results on the room sequence of the Co-Fusion dataset
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Discussion and Future Work

Table 10: Ablation study results.

Ablation study

The Accuracy tends to increase when additional components are 
integrated with the probabilistic feature-metric DIA.

Every component contributes to enhancing our system.
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Discussion and Future Work
Limitation of Proposed Segmentation Approaches (1)

 Geometric segmentation struggles to separate temporally connected objects

 Experiments: 

 Introduce an additional edge detection term
 Use deep neural network to generate the edge map

 Segmentation results are improved but introduce new limitations

Table 9:Geometric segmentation results on a selected image of the sequence person_tracking from the Bonn RGB-D Dynamic Dataset. 
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Discussion and Future Work

Figure 10. Failure case in uncertainty-based segmentation due to noisy uncertainties 

Limitation of Proposed Segmentation Approaches (2)

 Generation of prompt points completely relies on the uncertainty map

 Uncertainty maps can be noise, which leads to false positive segmentation

 The long inference time of FastSAM makes it unfeasible for real-time dynamic SLAM

 ~ 480 ms per frame using TUM RGB-D data
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Discussion and Future Work
Other Limitations

 Moving object segmentations are hard-associated with pixels 

→ sparse gradient flows

 No back-end optimization 

→ cannot overcome accumulated drift over time 
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Discussion and Future Work

Figure 5. Computational graph of Direct Image Alignment

Possible Extension and Future Research

 Improving the tracking accuracy

 Improving the system’s efficiency by exploiting CUDA implementation

 More effective segmentation approaches

 Exploiting up-to-date map representation methods, such as NeRF and 3D Gaussian 

Splatting

 Illustrate the benefits of having a fully differentiable dynamic SLAM pipeline for training 

downstream robotic tasks
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Summary

 Proposed an  automatically differentiable dense visual SLAM pipeline for RGB-D cameras 

by extending ∇SLAM [1]

 Proposed a novel uncertainty-based moving object segmentation method using FastSAM []

 Our system is capable of estimating camera and object motions and reconstructing the 

dynamic environment

 The proposed methods achieve promising results, but there are limitations
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Thank you!
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