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Abstract – This paper addresses the problem of localiza-
tion and tracking multiple non-cooperative objects using
only passive bearing sensor data. The challenges in this
context lie in an unknown number of objects, false alarms
and clutter measurements. To avoid the time consuming
data association and data storage, an iterative approach,
which only considers the sensor data from the actual time-
step for an update of every object state, is preferable. Our
approach to perform this is a Monte Carlo realization of
a probability hypothesis density filter. In this context we
use bearing data gained from an antenna or optical camera
mounted on an airborne observer. Tests on simulated and
real world scenarios show that our approach leads to a sta-
ble localization and tracking of multiple targets, even in the
presence of clutter and misleading bearing measurements.
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Set Statistics, Particle Filter

1 Introduction
Bearing data is produced by a huge number of different sen-
sors, like antenna arrays, cameras or sonar systems. Every
sensor of this kind measures 2D bearing data in 3D coordi-
nates. The challenging task is now to invert the measure-
ment step of every sensor in order to generate 3D coordi-
nates from 2D data. In the field of Computer Vision this
task is usually done through a set of multiple cameras, which
are observing the same scene. This approach leads to stereo
systems and 3D-reconstruction algorithms [4, 6, 11]. The
drawback of this approach is that it is computationally very
expensive to calculate 3D coordinates for the whole scene.
In a task where only the 3D information of some objects is
essential, like tracking and surveillance, the computed ad-
ditional information is redundant. Using antenna arrays or
sonar systems one traditionally only gets bearing data to pro-
cess. In [17] the authors use multiple sensors to localize and
track multiple objects.

In this work we focus on the task of passive localization
and tracking of multiple non-cooperative objects. As sensor
data input for our algorithm we use bearing data produced

only by a single sensor. To solve this task, we derive a gen-
eral sensor model and scenario. The actual tracking and lo-
calization is done by sequential Monte Carlo implementa-
tion of a probability hypothesis density (PHD) filter. We use
this iterative filter strategy to avoid the time consuming data
association,as presented in [5], and so achieve better com-
putational performance in comparison to the classical batch
algorithms like maximum likelihood estimation [1]. Batch
algorithms have been often applied in the case of a single
object. In the multi-object case, batch algorithms can also
be easily applied, when the objects can be distinguished, e.g
by different received frequencies using a antenna array as
sensor. In this work we do not relay on such an assumption.

Figure 1: Typical scenario used in our simulations and real
world experiments. A possible observer path is illustrated by
the red ellipse, whereby the blue dots represent the discrete
measurement points. The yellow crosses are objects of in-
terest in this scene, which will be localized and tracked from
the algorithm by bearing data. The latter is represented by
green rays which point in the direction resulting from pro-
cessing the sensor output.



2 Sensor and Target Model
The scenario considered in this work is the following: An
observer with a single sensor (e.g. camera or antenna ar-
ray) performs a flight maneuver (non-linear) over a region.
Possible objects of interest are detected by some sensor pro-
cessing. In a camera system this is done by applying an
object detection strategy, e.g. [7, 13], to the images. Using a
antenna array, a lot of direction finding algorithms exits, e.g
[3, 12, 15]. The result of this process is bearing data from
the true objects, false alarms and clutter. This data is used as
input for the proposed algorithm to localize and track multi-
ple objects. A typical scenario can be seen in Figure 1. The
proposed algorithm is general enough to be easily adapted
to a different sensor-object geometry.

We assume that the objects move with respect to a lin-
ear constant velocity model, so that the object state is a six
dimensional vector

x = (x, y, z, vx, vy, vz) ∈ R6, (1)

with three entries for the position and three entries for the
velocities in a cartesian coordinate system. A measurement
is described by a two dimensional vector

zobs = (αobs, εobs) ∈ R2, (2)

whereby α ∈ [−π,+π] as azimuth and ε ∈ [0, π/2] as el-
evation in the local coordinate system of the observer. In
order to localize and track a object over the time we need
to transform this local measurements in a global coordinate
system. This is done by the following three steps:

1. Transform to spherical coordinates:

u = sin(αobs) sin(εobs) (3)
v = cos(αobs) sin(εobs). (4)

2. Rotate the bearing ray ρobs according to the attitude of
the observer

ρobs = (v, u,
√

1− u2 − v2)T (5)

ρglobal = (R(φ, θ, ψ))−1ρobs, (6)

with φ, θ and ψ denoting the heading, pitch and roll of
the observer and R(φ, θ, ψ) as the corresponding rota-
tion matrix for this angles.

3. Calculate the measurements in a global coordinate sys-
tem as follows:

αglobal = arctan
(
ρglobal(2)
ρglobal(1)

)
(7)

εglobal = arctan


√
ρ2

global(1) + ρ2
global(2)

ρglobal(3)

 , (8)

leading to
z = (αglobal, εglobal). (9)

3 Localization and Tracking
Tracking multiple objects with bearing data remains a chal-
lenging problem. Classical works like [1] concentrate on
the task of tracking a single object. Thereby a collection of
bearing data is collected and then processed with a batch al-
gorithm, leading to a maximum-likelihood style algorithm.
In the case of multiple objects and clutter this approach can
only be applied if a correct data association can be estab-
lished. This is not always the case, especially when two ob-
jects emit signals with the same frequency. To avoid the data
association problem we propose to localize and track multi-
ple objects with an iterative filter approach, which is able to
deal with this easily. Mahler proposed the random set the-
ory as a theoretical framework for multi-sensor multi-object
data fusion [10].

3.1 Finite Set Statistics
In a single-object system, the state and measurement at time
k are represented as two random vectors of possibly differ-
ent dimensions. These vectors evolve in time, but maintain
their initial dimension. However, this is not the case in a
multi-object system. Here the multi-object state and multi-
object measurement are two collections of individual objects
and measurements. The number of these may change over
time and lead to another dimensions of the multi-object state
and multi-object measurement. Furthermore, there exist no
ordering for the elements of the multi-object state and mea-
surement. Using the theory proposed in [10], the multi-
object state and measurement are naturally represented as
finite subsets Xk and Zk defined as follows:

Let N(k) be the number of objects, which are located at
xk,1, ...,xk,N(k) in the single-object state space ES , e.g. Rd

then,

Xk =
{
xk,1, ...,xk,N(k)

}
∈ F(ES) (10)

is the multi-object state, where F(ES) denotes the collec-
tion of all finite subsets of the space ES . Analogous to this,
we define the multi-object measurement

Zk =
{
zk,1, ..., zk,M(k)

}
∈ F(EO), (11)

assuming that at the time step k we have M(k) measure-
ments zk,1, ..., zk,M(k) in the single-object spaceEO, which
correspond to real targets and clutter. The sets Xk and Zk
are also called random finite sets, for which the first mo-
ment, or probability hypothesis density, is the analog of
the expectation of a random vector. The integral value of
the PHD over a given region in state space leads to the
expected number of objects within this region. We define
D(xk|Zk) as the PHD associated with the multi-object pos-
terior p(Xk|Zk) at a time step k, with Zk denoting the accu-
mulated measurement from the time steps 1 to k. The PHD
filter consists of two steps: prediction and update.

The prediction can be realized through the following
equation:



D(xk|Zk−1) =

b(xk) +
∫

[ps(xk−1)p(xk|xk−1) + b(xk|xk−1)]

D(xk−1|Zk−1)dxk−1,
(12)

where b(xk) denotes the intensity function of sponta-
neous birth of new objects, b(xk|xk−1) describes the in-
tensity function of the random finite set of objects spawned
from the previous state xk−1. ps(xk−1) is the probability
that the object still exists at the time step k given its previ-
ous state xk−1, and p(xk|xk−1) is the transition probability
density of the individual objects. The update equation can
be written as

D(xk|Zk) ∼= F (Zk|xk)D(xk|Zk−1), (13)

F (Zk|xk) = 1− pD(xk)

+
∑
z∈Zk

pD(xk)p(z|xx)
λc(z) +

∫
pD(xk)p(z|xk)D(xk|Zk−1)dxk

,

(14)

with pD(xk) denoting the probability of the detection of the
state xk. Furthermore, p(z|xk) is the measurement likeli-
hood, c(z) the probability distribution for every clutter point
and λ is the average number of clutter points per scan.

3.2 Multi-Object Tracking
We implemented the theory described in the last section with
a sequential Monte Carlo method, also known as particle
filter. The first attempt to implement this technique for a
tracking system, using the random finite set theory, was pre-
sented in [16]. This was only done for a simulated scenario
and not optimized for the special tasks, which exist in vi-
sual tracking systems. Following the definition in Equation
(1) the state of an individual object will be represented by
xk ∈ R6. Each measurement zk ∈ R2 is represented analo-
gous, c.f. (9). For the sake of simplicity, we assume that the
object motion model of each target is linear with a constant
velocity. With this, the object state prediction can be written
as:

xk = Φ(k, k − 1)xk−1 + sk, (15)

with sk a zero mean Gaussian white process noise and

Φ(k, k′) =


1 0 0 k − k′ 0 0
0 1 0 0 k − k′ 0
0 0 1 0 0 k − k′
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (16)

the transition matrix from time step k′ to k.

Using the particle filter we can model the birth process
b(xk) as a uniformly distributed set of new particles with
small weights. The likelihood function is given by:

p(z|x) =
1

2π|Σ| 12
exp

(
−1

2
(z− f(x))TΣ(z− f(x))

)
,

(17)
with Σ the covariance matrix of the measurement noise and

f(x) =

 arctan
(

x(1)−xobs(1)
x(2)−xobs(2)

)
π
2 + arctan

(
x(3)−xobs(3)√

(x(1)−xobs(1))2+(x(2)−xobs(2))2

) .

(18)
Let Lk denote the number of particles at a time step k,

and let Jk denote the number of the newly created particles
at this time step. The sequential Monte Carlo (SMC) PHD
filter can be summarized as follows:

At a given time step k ≥ 0, let {xik, wik}
Lk
i=1 represent a

particle-based approximation of the PHD.

1. Predict the state of each particle pursuant to a given
dynamic model. For i = 1, ..., Lk−1, transform each
particle to x̃ik according to (15) and keep the weights
unchanged. Uniformly sample a new set of particles in
the image and set

w̃ik =
1
Jk
, for i = Lk−1 + 1, ..., Lk−1 + Jk. (19)

2. Detect possible objects in the scene. This step depends
on the used sensor system. The resulting bearing mea-
surements are formulated analogous to Equation (9).

3. Update the state of each particle by a new set of mea-
surements. For each measurement z ∈ Zk compute

Ck(z) =
Lk−1+Jk∑
i=1

pD(xik)p(z|xik)w̃ik. (20)

For all particles i = 1, ..., Lk−1 + Jk update their
weights

ŵik =

(
1− pD(x̃ik) +

∑
z∈ZK

pD(xik)p(z|xik)
λc(z) + Ck(z)

)
w̃ik.

(21)

4. Resample the particle set. Firstly the target number has
to be estimated as follows:

N̂k =
Lk−1+Jk∑
i=1

ŵik. (22)

Initialize the cumulative probability with c1 = 0 and
set

ci = ci−1 +
ŵik
N̂k

, for i = 2, ..., Lk−1 + Jk. (23)

Draw a uniformly distributed starting point a1 from the
interval [0, L−1

k ].



For j = 1, ..., Lk,

aj = a1 + L−1
k · (j − 1) (24)

while aj > ci, i = i+ 1. End while.

xjk = x̃ik (25)

wjk = L−1
k (26)

Rescale the weights by N̂k to get a new particle set{
xik,

N̂k

Lk

}Lk

i=1
.

After every time step k we generate a particle cloud{
xik,

N̂k

Lk

}Lk

i=1
, which represents the PHD. To estimate the

correct object states from this cloud we have to perform a
clustering. The SMC-PHD filter estimates the number of
objects for every time step, so it is possible to use a clus-
tering technique, which requires the number of clusters, e.g.
k-means clustering [8]. However the estimated object num-
ber from the PHD has a high variance [9]. To deal with this
problem, we used in our experiments the adaptive resonance
theory (ART) clustering [2], which estimates the number of
clusters automatically, with a distance parameter as prede-
fined user input. With this kind of clustering we are robust
against estimation errors in the number of objects. In fact
we only use a subset

S ⊂
{
xik, w

i
k

}Lk

i=1
, (27)

with (
xik, w

i
k

)
∈ S if wik ≥ τ. (28)

4 Results
In this section, we present localization and tracking results
generated by our algorithm. We will demonstrate the ef-
ficiency of the algorithm on simulated data and compare
our results to the Cramér-Rao lower bound (CRLB) of this
problem. Following this, we will show real-world results
achieved with two different sensor systems: a camera sys-
tem and an antenna array system. For all experiments we
used 5000 particles in the SMC-PHD Filter. The other pa-
rameters of the proposed strategy are sensor depended and
can be estimated, if they are not known.

4.1 Simulation and Cramér-Rao lower bound
To judge a estimation algorithm it is important to know the
maximum estimation accuracy, that can be achieved with
the measurements. The Cramér-Rao lower bound (CRLB)
provides a powerful lower bound for the estimation accu-
racy. The CRLB is the inverse of the Fisher information for
a given scenario. In our case the CRLB is given by

CRLB = J−1. (29)

The Fisher Information can be computed by the following
equation:

J =
1
σ2
α

M(k)∑
i=1

vα(ki)vTα (ki) +
1
σ2
ε

M(k)∑
i=1

vε(ki)vTε (ki),

(30)

with

vα(ki) =
1

r(ki) cos(ε(ki))
ΦT (ki, kr)


cos(α(ki))
− sin(α(ki))

0
0
0
0


(31)

and

vε(ki) =
1

r(ki)
ΦT (ki, kr)


− sin(α(ki)) sin(ε(ki))
− cos(α(ki))− sin(ε(ki))

cos(ε(ki))
0
0
0

 .

(32)
Herein is σα and σε the standard derivation for the measure-
ment error in azimuth and elevation, respectively. ki is the
measurement time step and kr is a reference time step. The
vector r(ki) is the corresponding relative vector between a
target and the observer for a time step ki.

Analogous to the scenario presented in Figure 1 we
have processed a Monte Carlo simulation with 1000 runs.
Thereby an object was placed at a known position and with a
known velocity. From this informations, we computed bear-
ing data in azimuth and elevation, corrupted these true val-
ues by a gaussian white process noise and used it as an input
for the filtering algorithm. Additionally we added clutter
measurements and introduced a detection probability of 95
%. The estimated CRLB for the position information and
the estimated end position of the object of each simulation
can be seen in Figure 2. For a better legibility we only vi-
sualize the results for a single object. However the algo-
rithm does not not how many objects are in the scene and
estimates the object number correctly. The plotted CRLB
ellipsoid represents the 3-σ range for a single object. With
this simulation, we have shown that the variance of the re-
sults reaches the CRLB. Figure 2 illustrates that 99.7% of all
results lie inside the ellipsoid, so that we can state that the
proposed algorithm is asymptotic efficient for this scenario
and produces practically no bias. These results can be also
achieved for a multi-object scenario.

4.2 Real data
In this subsection we present localization and tracking re-
sults achieved with real data. As sensor platform we used
a unmanned aerial vehicle (UAV). The UAV was equipped
with a Global Positioning System (GPS) and an Inertial
Navigation System (INS), so that at every time step we knew
the position and the attitude information. In every scenario
the UAV was flying at a altitude of circa 1000 meters above
ground level with a meandering course. We had two sensor
systems, that produce bearing data: a camera system and and
a antenna array system. In the following the results achieved
with both systems will be illustrated.



Figure 2: Result of Monte Carlo Simulation. Ellipse in red
shows the 3-σ range CRLB for the final time step. Blue
Points correspond to localization results of the proposed al-
gorithm at the final time step. The true position of the object
is (100, 50, 0)T . Within the CRLB-ellipse lie 99.7% of all
computed solutions.

4.2.1 Camera System

The camera was mounted beneath the UAV as a fixed down-
looking high resolution system. The field of view of the
camera used was 114 degree horizontal and 88 vertical. The
detection of possible objects was done using the strategy
presented in [13]. This detection procedure uses shape and
color information to find objects in a image. For this ex-
periment, we limited ourself to airplanes on the ground and
cars. Once a object has been detected in the image plane lo-
cal bearing data can be computed using the position and atti-
tude information of the UAV. Further details on this compu-
tation can be found in [14]. Typical input images can be seen
in Figure 3. For the car in Figure 3, we knew its exact posi-
tion as ground truth, so we could compute uncorrupted bear-
ing data. We compared the true bearing data with measured
bearing, so we can illustrate in Figure 4 the bearing errors
made by our system. These errors were mainly produced
by the INS-System. In addition to these bearing errors, the
detection scheme produced some clutter. We were able to
localize and track all three objects in the scenario. The posi-
tion estimation error over time for a target with ground truth

Figure 3: Input images produced by our camera system. Top
row: scaled image used for processing. Bottom row: cut in
original size on a car and two airplanes.

is illustrated in Figure 5.
As it can be easily recognized, the performance of the fil-

ter on real data improves over time. By tuning the sampling
space even better results can be achieved. A possible way
to do this is to limit the sampling area of particles in the z-
axis. These results state that the performance we achieved
with simulated data also holds for real data. In Figure 6, the
evolution of the particle cloud for this scenario is presented.
This figure clearly shows that the localization confidence of
the filter grows with more measurements.

4.2.2 Antenna Array System
In addition to the optical sensor system we also tested the
proposed algorithm with a three-element antenna array. This
small antenna array is able to detect and compute bearing

Figure 4: Measurement bearing errors for our camera sys-
tem over time.



Figure 5: Localization and Tracking position error achieved
with our camera system using the proposed SMC-PHD filter.

data for satellite telephone uplink communication. In order
to obtain bearing data from the received signals we used the
strategy proposed in [15]. The challenge in this data lies
in its non-gaussian error distribution and additional grating
lobe effects, which lead to high errors in the estimated bear-
ing, c.f Figure 7. As in the previous case we had one object
as ground truth to validate the localization and tracking re-
sults. The achieved localization accuracy can be seen in Fig-
ure 8. This experiment makes clear that even with strongly
corrupted input data very good results can be achieved using
the proposed non-linear filter technique.

5 Conclusions
This paper presents a novel approach to localize and track an
unknown number of objects in a non-cooperative scenario.
As input for the proposed algorithm bearing data is used.
The sequential Monte Carlo implementation of a probability
hypothesis density filter is used to deal with the non-linear
measurement equation and the data association problem in
the multi-object scenario. We have shown in a Monte Carlo
simulation, that this filter is asymptotic efficient for bearing
data, because it reaches the Cramér-Rao lower bound. In
addition to the simulation results, we have presented results
achieved with real data produced by a camera system and a
small antenna array. Also in the real world scenario we were
able to localize and track multiple objects, even in the case
of clutter and high bearing errors.
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