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Motivation
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No external navigation aids (GNSS)
No reliable (high bandwidth, low latency) radio link

Full on-board navigation solution
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Our systems

Stereo Vision based indoor/outdoor Navigation for Flying Robots

Korbinian Schmid1, Teodor Tomić2, Felix Ruess1, Heiko Hirschmüller1 and Michael Suppa1

Abstract— We introduce our new quadrotor platform re-
alizing autonomous navigation in unknown indoor/outdoor
environments. All navigation tasks are conducted on-board.
We developed a monolithic, mechanically damped perception
unit which is equipped with a stereo camera pair an Inertial
Measurement Unit (IMU), a Core2Duo board, an OMAP3530
processor, and an FPGA board. Stereo images are processed
on the FPGA by the Semi-Global Matching algorithm with a
resolution of 0.5 MPixel at a rate of 14.6 Hz. Keyframe-based
stereo odometry is fused with IMU data compensating time
delays of about 250 ms that are induced by the vision pipeline.
The system state estimate is used for control and on-board 3D
mapping. An operator can set waypoints in the map, while
the quadrotor autonomously plans its path avoiding obstacles.
We show experiments with the quadrotor flying from inside a
building to the outside and vice versa, flying through a window
and a door respectively. A video of the experiments is part of
this work.

I. INTRODUCTION

A. Motivation
Robots can be valuable helpers in search and rescue (SAR)

and disaster management scenarios. Prof. Hajime Asama
showed impressively in his 2012 IROS plenary lecture how
robots were used to analyze, survey and partly clean up
the area around the Fukushima Daiichi nuclear power plant
after the meltdown caused by the catastrophic earthquake and
tsunami in 2011. Nevertheless, there is still a gap between
robotic research and real applications of mobile robots in
SAR scenarios, which is a strong motivation of our work.

Using mobile robots in real disaster management sce-
narios requires the system to provide a certain degree of
autonomy. In many situations a stable, high bandwidth radio
link between the robot and a ground station can not be
guaranteed. Furthermore, external navigation aids such as
GPS are unreliable in areas such as urban canyons, or not
available at all inside buildings. Therefore, at least sensor
data needed for safe navigation has to be processed on-board
the system.

Especially for flying robots, this requirement imposes a big
challenge, as the payload of these systems is usually strongly
limited. Payload limitations accompany limitations in com-
putational resources. Sensor data processing and navigation
algorithms have to be efficient and fast. In contrast to ground
robots, flying robots like quadrotors are inherently unstable
and have to be actively controlled at any time. Considerable
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measurement time delays can be induced, as the sensor data
is processed on board resource-limited systems. These delays
have to be compensated for control applications, as flying
systems are highly agile.

The choice of exteroceptive sensors is essential for defin-
ing the navigation, surveillance and planning abilities of
the robot. Data from 3D depth sensors is well suited for
these tasks. Laser scanners provide reliable measurements
but are rather heavy for flying robots. Sensors like Kinect are
small and lightweight but work only indoors. Time-of-flight
cameras also work outdoors but have a limited resolution.
Stereo cameras are lightweight and provide a high resolution.
Nevertheless, high resolution stereo processing on resource-
limited systems is a challenging task.

Fig. 1. Experimental quadrotor platform.

In our previous work [1] we analyzed the influence of mea-
surement time delays and frequency on the quality of state
estimation for highly dynamic flying systems. The results
motivated us to use stereo vision as the only exteroceptive
sensor for navigation. We designed a perception box [2]
including an IMU, a stereo-camera pair, a realtime system
for sensor data fusion and control, a non-realtime system for
ego-motion calculation and navigation, and an FPGA board
for stereo image processing. We optimized the system for
weight and integrated it into our new quadrotor platform
(Figure 1), an advancement of the system introduced in
[3]. Stereo depth images with 0.5MPixel resolution are
calculated on board the quadrotor platform at 14.6 Hz using
the FPGA implementation of the Semi Global Matching
(SGM) algorithm. Our sensor data fusion framework com-
pensates for time delays of about 250 ms in the calculated
stereo ego-motion and provides an estimate of the current
full 3D robot pose, velocity and IMU sensor biases. All
states are locally drift-free due to consideration of keyframe-
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Why Multicopter MAVs?

Small
Light-weight
Agile
Safe
Cheap
Easy to fly
But: limited payload!
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ego-motion calculation and navigation, and an FPGA board
for stereo image processing. We optimized the system for
weight and integrated it into our new quadrotor platform
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calculated on board the quadrotor platform at 14.6 Hz using
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Challenges

Limited payload
Limited computational resources
Delayed data processing

High system dynamics, inherently unstable
High data load from exteroceptive sensors
Computationally complex algorithms (mapping, path planning...)

6

[Automatica, 2010]
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System architecture
Navigation Box Hardware

can be done without the quadrotor. Second, due to the
vibrations induced by the rotors, the perception box must to
be damped to cut off some of the high frequency vibrations
that the IMU would register. Therefore we added an extra
plate (4) with dampers that connects to the quadrotor frame.
The perception box is then fastened on top of the dampers
on this plate. In this way, the whole mass of the perception
unit is used to lower the natural frequency of vibrations
acting on the box. Hence, the dampers and mass of the
unit act as a mechanical lowpass filter. Third, the sensors
used for state estimation – IMU and cameras – have to
be rigidly connected. They are mounted on the same plate,
which is additionally stiffened. Lastly, the camera stereo pair
is designed to be stiff in all rotational directions. All custom
components are milled out of carbon fiber plates or aluminum
(camera to rod connection).

2) Perception Box Electronic Components: The hardware
configuration of the integrated perception box is similar to
the hand-held pose estimation device introduced in [2] but
optimized for weight. We use a stereo camera pair consisting
of two hardware synchronized Point Grey Firefly cameras
connected via USB to a Core2Duo SU9300@1.86GHz pro-
cessor board. Stereo data processing is done on a Spartan 6
LX75 FPGA Eval Board which is connected via PCI Express.
Figure 3 depicts its block diagram.

Spartan6 Core2Duo OMAP3530

Cam
Left

Cam
Right IMU

Autopilot

sync

U
SB

U
SB

SPI

PCIe Ethernet

U
A

RT

W
LA

N

Fig. 3. Hardware block diagram of the system components.

Additionally to the x86 platform, we use a Gumstix
computer board providing a OMAP3530 ARM Cortex
A8@720MHz processor. An ADIS16407 Inertial Measure-
ment Unit (IMU) integrating a triaxial digital accelerometer,
gyroscope, magnetometer and a barometer is connected via
SPI. The hardware trigger of the stereo camera pair is
registered at the Gumstix computer board.

We run Linux on both computer platforms. The commu-
nication between the boards is carried out via Ethernet. A
software wireless LAN/Ethernet bridge on the Core2Duo
board integrates the on-board network transparently into the
ground station network. Furthermore, we synchronize system
clocks via Precision Time Protocol V2.

An overview of the weight of the individual components
is summarized in Table I.

TABLE I
WEIGHT OF SYSTEM COMPONENTS

Component Weight
FPGA board 95 g
Core2Duo stack 345 g
Gumstix board 37 g
IMU incl. baseboard 22 g
Cameras incl. lenses 2 x 33 g
Mount and cables 171 g
Total 739 g

B. Software

The software architecture of our system is depicted in
Figure 4. We use ROS (Robot Operating System) as middle-
ware connecting all software components. Modules with hard
realtime requirements implement their own message queues
using the linux FIFO scheduler.

IMU Cam Left Cam Right

Stereo
Matching

Visual
Odometry

Data
Fusion

Mapping

Path
Planning

Operator

Controller

Autopilot

Perception

Cognition

Action

Core2Duo Gumstix Peripheral FPGA Human

Fig. 4. Block diagram of software compononts.

1) Stereo Matching and Visual Odometry: The image
processing software is responsible for computing dense depth
images from stereo images and the visual odometry from
subsequent camera images.

The depth image is computed from rectified stereo images
by Semi-Global Matching (SGM) [11]. The method performs
pixelwise matching, supported by a global cost function that
prefers piecewise smooth surfaces. The Hamming distance
of Census transformed images is used as matching cost [12],
since it offers a high radiometric robustness that is needed
for processing real images [13]. SGM delivers dense, high
quality depth images with high spatial resolution (i.e. fine
structures are visible in the depth image). The method is not
sensitive to the choice of parameters, which makes parameter
tuning needless in practice.

We use a Spartan 6 FPGA implementation of SGM that
is an optimized version of Gehrig et al. [14], done by
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Figure 2: Hardware, software and data flow overview of the presented system. The system consists of a

ground segment (Ground Station) and a flight segment (navigation box and MAV). The navigation box
consists of three computation units (Core2Duo, Gumstix and FPGA), as well as sensors and communication

hardware. It is linked mechanically and electrically (in terms of power supply) to the MAV. Furthermore,

attitude commands are sent to the MAV’s Autopilot. The computers must be time-synchronized for sensor

data fusion. We use hardware triggers for camera synchronization and exact image time stamping. All

autonomous functionality, including mapping and planning, runs on-board the flight segment.
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Depth image calculation on FPGA

Semi Global Matching (SGM)
FPGA implementation:

acceleration by parallelization
acceleration by pipelining
0.5 MPixel depth images at 14.6 Hz

9

[Hirschmüller, 2008]
[Gehrig et al., 2009]
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Synchronization of realtime and non realtime modules by sensor hardware trigger

Direct system state:
High rate calculation by „Strap Down Algorithm“ (SDA)

Indirect system state: 
Estimation by indirect Extended Kalman Filter (EKF)

Measurement delay compensation by filter state augmentation
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[Schmid et al. IROS 2012]
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Figure 9: State estimation system design. The direct system state (x) is calculated at high rate by the Strap

Down Algorithm (SDA) using acceleration and gyroscope measurements (a,ω) of the IMU. An EKF uses

(time delayed, relative) measurements to calculate at a lower rate the state errors (δ) which are immediately

used for state correction.

Our vision aided INS-filter framework, first introduced in (Schmid et al., 2012), is depicted in Fig. 9. Sensor

data preprocessing can be easily realized on a system without real-time constraints, whereas the actual

filter runs on a real-time system. The filter framework can process any combination of relative or absolute

measurements with or without (varying) time delays. For measurements with considerable time delays as

well as for relative measurements the exact moment of the measurement start is registered in the EKF by

a hardware trigger signal. The system state error calculated by the EKF (δ) is used for direct system state

(x) correction. For clarity, the reader is referred to Appendix A for the notation. We omit the indices

for the sensors and the reference frames where negligible. We define the direct and indirect system states,

respectively, as

x =
�
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EB vE,T

EB qE,T
B bTa bTω

�T ∈ R16
(17)

δ =
�
δpT δvT δσT δbTa δbTω
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including position, velocity, orientation, and IMU acceleration and gyroscope biases. As we assume small

angle errors between filter updates, we can parametrize the orientation error as an orientation vector. x is

calculated by the Strap Down Algorithm (SDA) at a frequency up to the full IMU sampling rate.

Strap Down Algorithm (SDA) The SDA is used to calculate the motion of the robot from linear

acceleration and angular velocity measurements. Due to limited accuracy of the used MEMS IMU and the

assumption of an approximately flat earth in the limited area of flight, earth rotation and system transport

rate can be neglected. Furthermore, it can be assumed that the IMU measurements represent sufficiently

well the specific force fB
EB and angular rates ωB

EB, respectively. Employing rigid body kinematics and the

Bortz’ orientation vector differential equation we find the following motion equations:
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With the assumption of a nearly constant orientation vector σ between the discrete time steps Tk−1 and Tk

the delta orientation vector can be approximated from Eq. 23 by:
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1) Stereo Matching and Visual Odometry: The image
processing software is responsible for computing dense depth
images from stereo images and the visual odometry from
subsequent camera images.

The depth image is computed from rectified stereo images
by Semi-Global Matching (SGM) [4]. The method performs
pixelwise matching, supported by a global cost function that
prefers piecewise smooth surfaces. The Hamming distance
of Census transformed images is used as matching cost [12],
since it offers a high radiometric robustness that is needed
for processing real images [13]. SGM delivers dense, high
quality depth images with high spatial resolution (i.e. fine
structures are visible in the depth image). The method is not
sensitive to the choice of parameters, which makes parameter
tuning needless in practice.

We use a Spartan 6 FPGA implementation of SGM that
is an optimized version of Gehrig et al. [14]. The imple-
mentation processes rectified stereo images in a resolution of
1024×508 pixels with 12 bit radiometric depth and 128 pixel
disparity range in 68 ms.

The depth image is used for obstacle avoidance and
mapping, but it also serves as base for visual odometry,
which works on subsequent left camera images. The used
method [15], [16] has been developed for fast movements
and rather low framerates. It performs corner detection and
tries to find initial correspondences by correlating the Rank
[12] signature of all corners against each other. Outlier
detection is based on relative distances of corner pairs that
are reconstructed in 3D by using the dense depth image of
SGM. Due to using 3D features, the motion can be calculated
with six degrees of freedom with a theoretical minimum
of three correspondences. In contrast, mono camera based
approaches can only determine five degrees of freedom
(i.e. no scale) from a minimum of five correspondence,
which requires more complexity for outlier detection and is
therefore potentially slower and less robust in practice.

The incremental visual odometry method has been ex-
tended by using keyframes and estimating the motion error
as well [17]. Keyframes are used by storing old images into
a small, fixed sized list of previous images. The motion to
a new image is always determined from all previous images
in the list. The motion that minimizes the estimated overall
motion error is used as resulting motion and the new image
replaces the one in the list with the highest overall error.
This mechanism reduces an erroneous motion drift for a slow
moving system and is drift free for a system that is standing
still or moving on the spot.

In our implementation, depth images and the visual odom-
etry are computed at 14.6 Hz with a latency between 223 ms
to 288 ms. Everything except SGM runs on the Core2Duo
board with a CPU load of 129 % [2].

2) Data Fusion: The visual odometry is fused with IMU
data for getting a system state estimate that is used for
mapping and control. The requirements for mapping are
rather relaxed: the stereo camera pose with respect to the
mapping frame at the time of image acquisition is needed.
This pose could also be calculated from visual odometry

only, but fusion estimates are more robust against vision
dropouts as was shown in our previous work [2].

By contrast, system state estimation for control of flying
robots has to fulfill some requirements – the fast dynamics
of quadrotors have to be reflected in a high controller
bandwidth. Therefore, the system state has to be available
at a high rate, at least at the rate of the lowest controller
cascade. Furthermore, the controller needs the system state
at the current time without any delays coming from sensor
data processing. In our case, the stereo odometry system
introduces a measurement time delay of about 250 ms.

Our filter framework shown in Figure 5 considers these
requirements – the system state estimate is available at a
rate of up to 819 Hz, i.e. the full IMU data rate, while mea-
surement time delays are compensated. As discussed above,
the position estimation accuracy is increased by processing
key frame odometry instead of simple incremental odometry
[2]. In the following we will summarize the structure of the
filter framework [1].

realtimenon realtime

Stereo
Odometry z−n EKF SDA

IMU

Cam 1

Cam 2

∆p,∆q

δ

a

x
sync

Augmentation trigger

Fig. 5. State estimation system design.

We define the direct system state as

x =
�
pn,T
nb vn,T

nb qn,T
b bb,Ta bb,Tω

�T
(1)

defining body position and velocity in the navigation frame,
the orientation quaternion between the body and navigation
frame and the IMU accelerometer and gyroscope biases.
The navigation frame is defined with the z-axis pointing
downwards and the x-and y-axes coinciding with the cor-
responding body axes at the starting point. x is calculated
at 200 Hz by the computationally inexpensive Strap Down
Algorithm (SDA) using accelerometer and gyroscope mea-
surements from the IMU.

The direct system state will accumulate errors due to
integration of noisy measurements and linearization effects
in the SDA. Therefore, we estimate the errors defined as the
indirect system state of an Extended Kalman Filter (EKF):

δ =
�
δn,Tp δn,Tv δn,Tψ δb,Tba

δb,Tbω

�T
(2)

The position, velocity, orientation and bias errors, respec-
tively, are estimated in every filter step and used to correct the
direct system state. By using the indirect filter formulation
in feedback configuration, the computationally expensive
calculation of system state errors can be executed at a much
lower rate than the direct system state calculation.

For error estimation, corresponding to the EKF update
step, we use two measurement sources. Most of the time,



Separation of fast system dynamics from slow error dynamics
Considering measurement time delays only in filter
State calculation robust to filter divergence
No system model
Small angle approximation for attitude error (represented by an error angle vector 
of size 3 vs. quaternion representation of size 4)
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Indirect INS EKF advantages

11

1) Stereo Matching and Visual Odometry: The image
processing software is responsible for computing dense depth
images from stereo images and the visual odometry from
subsequent camera images.

The depth image is computed from rectified stereo images
by Semi-Global Matching (SGM) [4]. The method performs
pixelwise matching, supported by a global cost function that
prefers piecewise smooth surfaces. The Hamming distance
of Census transformed images is used as matching cost [12],
since it offers a high radiometric robustness that is needed
for processing real images [13]. SGM delivers dense, high
quality depth images with high spatial resolution (i.e. fine
structures are visible in the depth image). The method is not
sensitive to the choice of parameters, which makes parameter
tuning needless in practice.

We use a Spartan 6 FPGA implementation of SGM that
is an optimized version of Gehrig et al. [14]. The imple-
mentation processes rectified stereo images in a resolution of
1024×508 pixels with 12 bit radiometric depth and 128 pixel
disparity range in 68 ms.

The depth image is used for obstacle avoidance and
mapping, but it also serves as base for visual odometry,
which works on subsequent left camera images. The used
method [15], [16] has been developed for fast movements
and rather low framerates. It performs corner detection and
tries to find initial correspondences by correlating the Rank
[12] signature of all corners against each other. Outlier
detection is based on relative distances of corner pairs that
are reconstructed in 3D by using the dense depth image of
SGM. Due to using 3D features, the motion can be calculated
with six degrees of freedom with a theoretical minimum
of three correspondences. In contrast, mono camera based
approaches can only determine five degrees of freedom
(i.e. no scale) from a minimum of five correspondence,
which requires more complexity for outlier detection and is
therefore potentially slower and less robust in practice.

The incremental visual odometry method has been ex-
tended by using keyframes and estimating the motion error
as well [17]. Keyframes are used by storing old images into
a small, fixed sized list of previous images. The motion to
a new image is always determined from all previous images
in the list. The motion that minimizes the estimated overall
motion error is used as resulting motion and the new image
replaces the one in the list with the highest overall error.
This mechanism reduces an erroneous motion drift for a slow
moving system and is drift free for a system that is standing
still or moving on the spot.

In our implementation, depth images and the visual odom-
etry are computed at 14.6 Hz with a latency between 223 ms
to 288 ms. Everything except SGM runs on the Core2Duo
board with a CPU load of 129 % [2].

2) Data Fusion: The visual odometry is fused with IMU
data for getting a system state estimate that is used for
mapping and control. The requirements for mapping are
rather relaxed: the stereo camera pose with respect to the
mapping frame at the time of image acquisition is needed.
This pose could also be calculated from visual odometry

only, but fusion estimates are more robust against vision
dropouts as was shown in our previous work [2].

By contrast, system state estimation for control of flying
robots has to fulfill some requirements – the fast dynamics
of quadrotors have to be reflected in a high controller
bandwidth. Therefore, the system state has to be available
at a high rate, at least at the rate of the lowest controller
cascade. Furthermore, the controller needs the system state
at the current time without any delays coming from sensor
data processing. In our case, the stereo odometry system
introduces a measurement time delay of about 250 ms.

Our filter framework shown in Figure 5 considers these
requirements – the system state estimate is available at a
rate of up to 819 Hz, i.e. the full IMU data rate, while mea-
surement time delays are compensated. As discussed above,
the position estimation accuracy is increased by processing
key frame odometry instead of simple incremental odometry
[2]. In the following we will summarize the structure of the
filter framework [1].

realtimenon realtime

Stereo
Odometry z−n EKF SDA

IMU

Cam 1

Cam 2

∆p,∆q

δ

a

x
sync

Augmentation trigger

Fig. 5. State estimation system design.

We define the direct system state as

x =
�
pn,T
nb vn,T

nb qn,T
b bb,Ta bb,Tω

�T
(1)

defining body position and velocity in the navigation frame,
the orientation quaternion between the body and navigation
frame and the IMU accelerometer and gyroscope biases.
The navigation frame is defined with the z-axis pointing
downwards and the x-and y-axes coinciding with the cor-
responding body axes at the starting point. x is calculated
at 200 Hz by the computationally inexpensive Strap Down
Algorithm (SDA) using accelerometer and gyroscope mea-
surements from the IMU.

The direct system state will accumulate errors due to
integration of noisy measurements and linearization effects
in the SDA. Therefore, we estimate the errors defined as the
indirect system state of an Extended Kalman Filter (EKF):

δ =
�
δn,Tp δn,Tv δn,Tψ δb,Tba

δb,Tbω

�T
(2)

The position, velocity, orientation and bias errors, respec-
tively, are estimated in every filter step and used to correct the
direct system state. By using the indirect filter formulation
in feedback configuration, the computationally expensive
calculation of system state errors can be executed at a much
lower rate than the direct system state calculation.

For error estimation, corresponding to the EKF update
step, we use two measurement sources. Most of the time,



Prediction (state propagation):

Update :
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Direct system state calculation by Strap Down Algorithm

EKF:
Prediction step (state error propagation):

Update :

Correction of direct state
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ỹk = Hkxk + nỹ =
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General measurement:
Odometry measurement (direct):

„Stochastic cloning“ [Roumeliotis, 2002]
Augmentation at time of measurement [Schmid et al., 2012]:
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k +Kk(ỹk −Hkx̂

−
k )

δ̃k = (ỹk −Hkx̂
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ỹk = Hkxk + nỹ =
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k +Kk(ỹk −Hkx̂

−
k )

δ̃k = (ỹk −Hkx̂
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INS EKF with relative time delayed measurements

EKF:
State augmentation at exact time of measurement:

Saving direct system state
Cloning of indirect filter state

Prediction step as basic INS EKF
Update:

Calculate delta pose from saved direct states
Calculate error residual from measurement
Standard EKF update referencing cloned indirect states in filter

Correction of direct states

Instant processing of arriving (time delayed) measurements

15
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Key frame based stereo odometry

16

Delta measurements referencing key frames
Locally drift free system state estimation
EKF position SLAM with time delay 
compensation
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Simulation (Trajectory)
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Fig. 1: Some plot!
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Simulation (velocity, attitude)
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Velocity up to 4m/s
Roll/Pitch angles up to 50deg
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Simulation: FPGA acceleration vs. RMSE
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RMSE for delay variation:
const for position
linear for velocity

RMSE for frequency variation:
exponential for position
exponential for velocity

Acceleration by parallelization
higher frequency
lower latency

Acceleration by pipelining
higher frequency
constant latency

ex
po

ne
nti

al
im

pr
ov

em
en

t
exponential
improvement

Estimator properties fit well acceleration by FPGA



Estimation error < 1.2 m
Odometry error < 25.9 m
Results comparable to runs 
without vision drop outs

Stereo Vision and IMU based Real-Time Ego-Motion and Depth Image Computation on a Handheld Device
 > Korbinian Schmid and Heiko Hirschmüller

Slide 

Robustness test 

70 m trajectory
Ground truth by tachymeter
5 s forced vision drop out with 
translational motion
1 s forced vision drop out with 
rotational motion
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Mixed indoor/outdoor exploration
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Autonomous indoor/outdoor 
flight of 60m
Mapping resolution: 0.1m
Leaving through a window
Returning through door
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Fig. 7. Reference ( ) and estimated ( ) path with locations of interesting

points.

of a building. The operator commanded it to start and hover

at a height of 1.6 m. The window became visible in the map

and the operator set a waypoint outside the building. Figure

6 illustrates the on-board data processing chain just before

crossing the window. Outside, the operator chose successive

waypoints (partly in unknown map areas) to command the

quadrotor around the building through the entrance back to

the starting point. By continuously re-planning the flight path

on the updated map, appearing obstacles were autonomously

avoided by the quadrotor. If a waypoint set in unknown

space was accidentally occupied by an obstacle, the system

canceled the path in front of the obstacle and switched to

hover mode waiting for a new goal.

A. Ego Motion Estimation

Figure 7 depicts the on-board estimated position in blue

with the commanded reference trajectory in red. In the top

view (top plot) the building construction plan is depicted in

the background. The quadrotor flight was started in the mid-

dle of a 0.80×0.80 m platform defined as trajectory origin.

At the end of the trajectory the quadrotor was commanded

to land on the platform. The final, manually measured (x,

y)-position was (0.15; 0.24) m, with a position estimate of

(1.10; -0.23; -0.36) m (x,y,z). This corresponds to a total

loop closure error of 1.13 m after a total trajectory length of

about 60 m.

Sparse obstacle density on the trajectory (outside the

building) is reflected in a sparse sampling of the commanded

flight path. In these areas the quadrotor comes close to

the maximum allowed flight speed of 1.8 m/s. Figure 8

shows the absolute quadrotor speed estimate in blue with

the commanded reference trajectory in red.
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ṗ
�

[m
/s

]

Fig. 8. Reference ( ) and estimated ( ) flight velocity

B. Mapping

Figure 9 shows a 3D reconstruction of the flown area,

recomputed offline at a higher resolution of 2 cm. The offline

map has only be processed for visualization in this paper. It

is not used by the flying system itself. The depth images

and ego-motion estimates which were calculated and logged

on-board were used. No offline optimization or loop closure

was applied. In Figure 10 we overlaid the reconstruction by

the on-board calculated 3D obstacle layer at the altitude of

the quadrotor in green. The inflated 2D obstacle map used

for path planning is depicted in red.

Fig. 9. Offline 3D reconstruction with 2 cm resolution using on-board

calculated ego-motion estimates and depth data only. The indoor trajectory

is marked in red, while the outdoor trajectory is marked in green.

IV. DISCUSSION

The presented system is a major step in the direction of

autonomous, flying robots that can be used as a surveillance

tool in disaster management scenarios. All tasks including

high resolution stereo image processing, visual odometry

calculation, data fusion, mapping, path planning and control

are realized in realtime on-board the robot. None of the

algorithms requires special geometrical constraints on the

surrounding environment such as flatness of the ground or

vertical wall assumptions and the system works indoors as

well as outdoors equally well. These are the basic require-

ments for real world SAR scenarios.

The conducted experiments show the robustness of our

system in challenging situations as indoor/outdoor transitions

with changing light and wind conditions. The accuracy of the



(a) On-board left camera view. (b) On-board calculated Semi Global Matching

(SGM) depth image.

(c) On-board calculated 3D map. The

coordinate frame shows the current

pose of the quadrotor.

Fig. 6. Quadrotor crossing a window from an indoor corridor to the outside.
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Fig. 8. Reference ( ) and estimated ( ) flight velocity

to land on the platform. The final, manually measured (x,

y)-position was (0.15; 0.24) m with a position estimate of

(1.10; -0.23; -0.36) m (x,y,z). This corresponds to a total

loop closure error of 1.13 m after a total trajectory length of

about 60 m.

Sparse obstacle density on the trajectory (outside the

building) is reflected in a sparse sampling of the commanded

flight path. In these areas the quadrotor comes close to

the maximum allowed flight speed of 1.8 m/s. Figure 8

shows the absolute quadrotor speed estimate in blue with

the commanded reference trajectory in red.

B. Mapping
Figure 9 shows a 3D reconstruction of the flown area,

recomputed offline at a higher resolution of 2 cm. Only the

depth images and ego-motion estimates which were calcu-

lated and logged on-board were used. No offline optimization

or loop closure was applied. In Figure 10 we overlaid the

reconstruction by the on-board calculated 3D obstacle layer

at the altitude of the quadrotor in green. The inflated 2D

obstacle map used for path planning is depicted in red.

IV. DISCUSSION AND FUTURE WORK

The presented system is a major step in the direction of

autonomous, flying robots that can be used as a surveillance

tool in disaster management scenarios. All tasks including

high resolution stereo image processing, visual odometry

calculation, data fusion, mapping, path planning and control

are realized in realtime on-board the robot. None of the

algorithms requires special geometrical constraints on the

surrounding environment such as flatness of the ground or

vertical wall assumptions. This is a basic requirement for

real world SAR scenarios.

Fig. 9. Offline 3D reconstruction with 2cm resolution using on-board

calculated ego-motion estimates and depth data only. Indoor area marked

in red, outdoor area marked in green.

Fig. 10. Overlaid on-board 3D map view at 1 cm resolution. Obstacle

layer at flying altitude and height of quadrotor in green, down projected 2D

inflated obstacle map used for planning in red.

Multicopters for SAR and disaster management scenarios
System concept for autonomous MAVs:

FPGA based stereo image processing
Key frame based stereo odometry
INS fusion with delay compensation by EKF 
Mapping, path planning, mission control

System state estimation improvement by FPGA acceleration
Robust navigation concept for indoor/outdoor exploration

Towards Autonomous MAV Exploration in Cluttered Indoor and Outdoor Environments > Korbinian Schmid > 09/07/2013
Slide 

Conclusion
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Stereo Vision based indoor/outdoor Navigation for Flying Robots

Korbinian Schmid1, Teodor Tomić2, Felix Ruess1, Heiko Hirschmüller1 and Michael Suppa1

Abstract— We introduce our new quadrotor platform re-
alizing autonomous navigation in unknown indoor/outdoor
environments. All navigation tasks are conducted on-board.
We developed a monolithic, mechanically damped perception
unit which is equipped with a stereo camera pair an Inertial
Measurement Unit (IMU), a Core2Duo board, an OMAP3530
processor, and an FPGA board. Stereo images are processed
on the FPGA by the Semi-Global Matching algorithm with a
resolution of 0.5 MPixel at a rate of 14.6 Hz. Keyframe-based
stereo odometry is fused with IMU data compensating time
delays of about 250 ms that are induced by the vision pipeline.
The system state estimate is used for control and on-board 3D
mapping. An operator can set waypoints in the map, while
the quadrotor autonomously plans its path avoiding obstacles.
We show experiments with the quadrotor flying from inside a
building to the outside and vice versa, flying through a window
and a door respectively. A video of the experiments is part of
this work.

I. INTRODUCTION

A. Motivation
Robots can be valuable helpers in search and rescue (SAR)

and disaster management scenarios. Prof. Hajime Asama
showed impressively in his 2012 IROS plenary lecture how
robots were used to analyze, survey and partly clean up
the area around the Fukushima Daiichi nuclear power plant
after the meltdown caused by the catastrophic earthquake and
tsunami in 2011. Nevertheless, there is still a gap between
robotic research and real applications of mobile robots in
SAR scenarios, which is a strong motivation of our work.

Using mobile robots in real disaster management sce-
narios requires the system to provide a certain degree of
autonomy. In many situations a stable, high bandwidth radio
link between the robot and a ground station can not be
guaranteed. Furthermore, external navigation aids such as
GPS are unreliable in areas such as urban canyons, or not
available at all inside buildings. Therefore, at least sensor
data needed for safe navigation has to be processed on-board
the system.

Especially for flying robots, this requirement imposes a big
challenge, as the payload of these systems is usually strongly
limited. Payload limitations accompany limitations in com-
putational resources. Sensor data processing and navigation
algorithms have to be efficient and fast. In contrast to ground
robots, flying robots like quadrotors are inherently unstable
and have to be actively controlled at any time. Considerable

1with DLR (German Aerospace Center), Robotics and Mechatronics
Center (RMC), Perception and Cognition Münchner Str. 20, 82234 Wessling,
Germany

2with DLR (German Aerospace Center), Robotics and Mechatronics
Center (RMC), Mechatronic Components and Systems, Münchner Str. 20,
82234 Wessling, Germany

measurement time delays can be induced, as the sensor data
is processed on board resource-limited systems. These delays
have to be compensated for control applications, as flying
systems are highly agile.

The choice of exteroceptive sensors is essential for defin-
ing the navigation, surveillance and planning abilities of
the robot. Data from 3D depth sensors is well suited for
these tasks. Laser scanners provide reliable measurements
but are rather heavy for flying robots. Sensors like Kinect are
small and lightweight but work only indoors. Time-of-flight
cameras also work outdoors but have a limited resolution.
Stereo cameras are lightweight and provide a high resolution.
Nevertheless, high resolution stereo processing on resource-
limited systems is a challenging task.

Fig. 1. Experimental quadrotor platform.

In our previous work [1] we analyzed the influence of mea-
surement time delays and frequency on the quality of state
estimation for highly dynamic flying systems. The results
motivated us to use stereo vision as the only exteroceptive
sensor for navigation. We designed a perception box [2]
including an IMU, a stereo-camera pair, a realtime system
for sensor data fusion and control, a non-realtime system for
ego-motion calculation and navigation, and an FPGA board
for stereo image processing. We optimized the system for
weight and integrated it into our new quadrotor platform
(Figure 1), an advancement of the system introduced in
[3]. Stereo depth images with 0.5MPixel resolution are
calculated on board the quadrotor platform at 14.6 Hz using
the FPGA implementation of the Semi Global Matching
(SGM) algorithm. Our sensor data fusion framework com-
pensates for time delays of about 250 ms in the calculated
stereo ego-motion and provides an estimate of the current
full 3D robot pose, velocity and IMU sensor biases. All
states are locally drift-free due to consideration of keyframe-
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What‘s next?
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Multicopters in SAR and disaster management 
scenarios
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The RMC XRotor team
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Thank you for your attention! Questions?
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http://mobilerobots.dlr.de/systems/multicopters.
Or google: DLR XRotor

http://mobilerobots.dlr.de/systems/multicopters
http://mobilerobots.dlr.de/systems/multicopters

