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Theory (4 Points)

Exercise 1 (4 points). The Huber penalty hε : R→ R is given as

hε(x) =

{
x2

2ε
if |x| ≤ ε,

|x| − ε
2

otherwise.

1. Show that the huber penalty can be expressed as the infimal convolution of
the functions f : R→ R with f(x) := x2

2ε
and g : R→ R with g(x) := |x|:

hε(x) = (f � g)(x).

2. Compute the convex conjugate of the function t : R2N → R defined as

t(x) :=
2N∑
i=1

hε(xi).

Optimization Challange (12 Points)

Exercise 2 (12 Points). Complete the optimization challange. Only reasonable
attempts will be counted.
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