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Convergence Analysis (10+4 Points)
Exercise 1 (4 Points). Show following properties of monotone operator:

• T is monotone, λ ≥ 0. Then λT is monotone.

• R, S are monotone, λ ≥ 0. Then R + λS is monotone.

Exercise 2 (6 Points). Denote ΠC(x) as the projection of point x onto a set C.
Show following properties:

• Projection onto a convex set C is a monotone operator.

• Show that T is firmly nonexpansive, if and only if ||Tx−Ty||2 ≤ 〈x− y, Tx−
Ty〉, ∀x, y.

• Given a nonempty closed convex set C, show that Πc is firmly nonexpansive.
Hint: you might use that 〈y − ΠC(x), x− ΠC(x)〉 ≤ 0, ∀y ∈ C

Exercise 3 (4 Points). Prove the theorem from the lecture:
Let C be a nonempty, closed, convex subset of Rn. For each i ∈ {1, ...,m}, let

αi ∈ (0, 1), ωi ∈ (0, 1) and Φi : C → Rn be an αi-averaged operator. If
∑m

i=1 ωi = 1
and α = max1≤i≤m αi, then

Φ =
m∑
i=1

ωiΦi

is α-averaged.
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