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Convergence Analysis (10+4 Points)

Exercise 1 (4 Points). Show following properties of monotone operator:
e T is monotone, A > 0. Then AT is monotone.
e 1R, S are monotone, A > 0. Then R + AS is monotone.

Solution. e T is monotone, therefore, (v — v,Tu — Tw) > 0. Since A > 0,
multiplying A on both sides doesn’t change the direction of inequality. We get
(u— v, \T'u — NT'v) > 0. This shows that AT is a monotone operator.

o (u—v,(R+AS)u— (R+ \S)v), we want to show it is larger or equal than 0.

(u—v,(R+AS)u — (R+ A\S)v)
=(u — v, Ru — Rv) + (u — v, A\Su — ASv)
>

o

the inequality holds because R is monotone and AS is monotone from first
conclusion.

Exercise 2 (6 Points). Denote IIx(x) as the projection of point = onto a nonempty
closed convex set C'. Show following properties:

e [l is a monotone operator.
e T is firmly nonexpansive, if and only if ||Tz — Ty||> < (z —y, Tx —Ty), Vz,y.

e Il is firmly nonexpansive.
Hint: you might use that (y — llg(z),z — llg(z)) < 0,Vy € C

Solution. e For any two points u and v, using the definition of projection, we
have that ||u — e (u)]|* < |ju— He(v)|]* and [Jv — He(@)|* < |lv — Oe(w)]]*.
Summing them up, we have |ju — I (u)||* + ||v — e () ||” < |Ju — e(v)|* +

2
lv — He(u)]™
Expanding the squares, we can get the monotonicity of 1.
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e Recall the proposition of %—averaged:
I(I = T)ax = (I =T)y|* + [Tz — Ty|* < |lz - y|’

Wiite ||(I - T)z — (I = T)Y||* = |z — y|* + |Tz — Ty||* — 2(x — y, Tz — Ty),
we can achieve the conclusion.

e For two points x and y. Use the hint we get (Il (y)—Ie(x), z—Il(x)) < 0and
Ile(z) —TIe(y), y — Iey)) < 0. Adding these two yields ||IIo(z) — He(y)|
(x —y,lIo(X) — e (y)). Use the conclusion from second problem, we get the
conclusion.

Exercise 3 (4 Points). Prove the theorem from the lecture:
Let C' be a nonempty, closed, convex subset of R". For each i € {1,...,m}, let
€ (0,1), w; € (0,1) and ®; : C — R™ be an a;-averaged operator. If > " w; =1

and o = maxj<;<p, o, then
m

=1

is a-averaged.

Solution. ®; is a;-averaged iff

11—«

10:(w) — @;(v)[]3 + I = i) () = (1= @) ()5 < lu— o],

i
for all u,v € C'. We have the estimate

L0 1)) — (1 — @) ()2
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12 (u) — @(v)]5 +

2

+
2
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— ©;(v))
Szwi [®i(u) — ;(v H2

<3 ) — (o)} +
-Yw (ncm(u) G ;0‘ (1= 2)0) — (1 - 2)WIE).
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(I = @) (u) = (I = &) (v))

2

NI = @3)(w) = (I —2)(v)]5

Since 1 > o > «; > 0 for all ¢ we have that i —-1< ai — 1. Then we can further



bound:

(1100) = @+ 22 - 2000 - (1 - 2)(0)E)

IN

willw = vl3 = [lu—v]3.

e
> (100~ 2O + T 090w — (1 @)
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