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Introduction

- Whatis NN interpretability?
- NN interpretability refers to the process of mapping of abstract conceptsin a
human-understandable domain. A collection of features in the human-interpretable
domain allows us to provide possible explanations for the decisions of a model.

- What types of NN interpretability methods are there?
- Model-based methods (e.g. Activation Maximization) try to explain what does the
concepts learned from a model look like. (How does a “dog” typically look like?)

- Decision-based methods (e.g. Layerwise Relevance Propagation) try to explain why did
the model assign a certain concept to a premeditated input. (Why is this example
classified as “dog™?)



Activation Maximization (AM)

- AM is a model-based approach that searches for an input pattern
which elicits a maximum model response for a class of interest.

- Variations: ,
General AM ~ max logp(w[z) — Allz]]".

AM with an Expert max logp(wc|z) + log p(z).

AM in Code Space max logp(we | g(2)) — Az,



- Random noise (Class 6)

- Random image (Class 5)

- Mean image for class (Class 9)




Deconvolutional Network (DeConvNet)

DeConvNet is a decision-based approach for mapping feature activities
back to the input pixel space.

DeConvNet has the reversed structure of a concrete CNN model and
reuses the initially learned weights.

- Variations
DeConvNet with all filters
DeConvNet with a single filter in a given layer



- DeConvNet with all filters

- DeConvNet with a single filter in a given layer
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Occlusion Sensitivity

- Occlusion Sensitivity is a decision-based approach in which parts of the
input are deliberately obstructed to mislead the decision of the model
- Examples:

[99,99510040819040, 99,99672174855735, 99, 88700086555481, 99, 94aRB35849762] [99.95952248573303, 0.1761123538017273, 98.79514575004578, 99.49208551776886]
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Saliency Maps

- Saliency Map is a decision-based approach that indicates which pixels
need to be changed the least to affect the class score the most

- Problem: Doesn't highlight WhichVDier causes the prediction of "4”
Not conservative f(z) =Y R(x:)
1=1




Layer-wise Relevance Propagation

- Layer-wise Relevance Propagation(LRP) is a decision-based approach by
propagating relevance scores backward using a set of purposely

forward pass

designed rules input - output
- Variations: .
Naive LRP Rule R; = I __R;
. Zk: 20,5 4 Wik
LRP-cRule R; =Y —2k __p,

A €+ ZO,j a; Wik
LRP-y Rule a; - (Wik + W)
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Layer-wise Relevance Propagation

LRP-£ Rule

Red pixels: Raise the probability for the class “4”
Blue pixels: Lower the probability for the class "4"
Combine with occlusion:

A-

Label 1; Predicted 6



Next Step

- Implementation of further methods
- Guided Backpropagation
- Class Activation Maps
- AM in CodeSpace (e.g. with GAN)
- DeepDream

- Introduction of uncertainty
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Saliency Map
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Saliency Map

Contour plot of f(x, y) =x? +y? -9

Pl i — z2 +y2 —9 <0 for class N(egative)
L P +32—9>0 for class P(ositive)

Vi(z,y) = [0f/0x 8f/0y] = [2z 2y]



LRP Calculation

def 1lrp(layer,a,R):

element-wise vector form clone = layer.clone()
Ze ) g ajw;."k z+W/.a clone.W = maximum(0,layer.W)
sk < R/ O, - clone.B = 0
&gk w;fksk ceW,.s = clone.forward(a)

z
a=uR ) =
c

Rj < ajc; R+a®Gec clone.backward(s)

return a * C

V(I+1)

V(1)
= ¥, Ry = ZR‘” =3 RY ¢ = [V(Xi2(a) - si)]
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Deconvolutional Network
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