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Exercise: July 16th, 2020

Part I: Theory

1. Variational Calculus and Euler-Lagrange

Let u: R™ — R be a smooth scalar function and F/(u) an energy functional given by

B(u) = /Q £ (u(z), Vu(z)) dz

The Gateaux derivative of E at u in direction h: R™ — R is given by

dE(u) dE(u)

1
2 h:—lgr(l)e[E(u—i—eh)—E(u)]—/Q W 0) - ha)da

(a) Under the assumption that h vanishes at the boundary of €2, prove that

dE(u)  0L(u,Vu) . (0L(u,Vu)
du ou a le( d(Vu) )

(b) Which condition must hold true for a minimizer ug of E(u) ...
- ... in general?
- it L(u, Vu) = L(u)?
- if L(u, Vu) = L(Vu)?

2. Multiview Reconstruction as Shape Optimization

You saw in the lecture that 3D reconstruction from multiple views can be posed as a variational
problem. Let p : V' — [0, 1] be the photoconsistency function, and w : V' — {0, 1} the indicator
function of the object to be reconstructed. We want to minimize (see Chapter 10, slide 10)

B(w) = [ p(w)Vu(w)lds

under the constraints
fRij u(x)dRij >1 if je€5;,
fRij u(z)dR;; =0 else.

(a) Write down the Euler-Lagrange equation for the given energy F(u).

Gradient descent for energy functionals is performed in analogy to gradient descent on multi-
variate functions: from an estimate (¥) (x), the estimate in iteration k& + 1 is obtained by going
in negative gradient direction:
dE(u)

du
with step size 7. This is a discretization of the differential equation from the lecture.
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(b) Write down one gradient descent iteration for F(u).



