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• Good solutions from traditional methods (filter-based and optimization-based) and a long 
history of research

• Development of deep learning and its amazing performance in computer vision tasks, e.g. 
classification, object detection, semantic segmentation

• Better performance with deep learning in camera tracking and mapping field than classical 
approaches

• Comparison: better representation of features, robustness but likely to overfit
• Categories: (1) Non-end-to-end learning (2) End-to-end learning (3) Unsupervised learning
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Introduction

• Here: keyframe-based dense 
camera tracking and depth map 
estimation with end-to-end 
learning approach

[Cadena et al. 2016]
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Relation between keyframe pose 𝑇𝑇𝐾𝐾 and current camera pose 𝑇𝑇𝐶𝐶

With virtual keyframe 𝐼𝐼𝑉𝑉 ,𝐷𝐷𝑉𝑉 showing the keyframe from the viewpoint of 𝑇𝑇𝑉𝑉

Tracking
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• Optical flow prediction as an auxiliary task
• Pose generation: fully connected layers
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• Coarse-to-fine strategy
• Coarse camera motions visible at small image resolutions
• Small motions require higher image resolutions

Tracking Network
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• Objective function

𝑤𝑤 is the predicted optical flow and 𝛿𝛿𝜉𝜉𝑖𝑖 is the predicted poses

• Datasets: SUN3D and SUNCG
• Solutions for overfitting

• incremental formulation, which reduces the magnitude of motion
• rendered images and depth maps as a proxy for real keyframes, normal distribution 

sampling simulates all possible 6 DOF motions

Training of tracking network
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endpoint error, metric for optical flow

transformation error (rotation and translation)

negative log-likelihood of the 
multivariate Laplace distribution
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Mapping
• Geometry of a scene: a set of depth maps for every 

keyframe
• Cost volume: achieved by accumulating information 

from multiple images

Let: 𝐶𝐶 the cost volume, 𝐶𝐶(𝑥𝑥,𝑑𝑑) the photo-consistency 
cost for a pixel 𝑥𝑥 at depth label 𝑑𝑑 ∈ 𝐵𝐵𝑓𝑓𝑓𝑓

given 𝑚𝑚 images 𝐼𝐼1, … , 𝐼𝐼𝑚𝑚 and their poses 𝑇𝑇1, … ,𝑇𝑇𝑚𝑚, the 
photo-consistency costs as

𝜌𝜌𝑖𝑖(𝑥𝑥,𝑑𝑑): the sum of absolute differences of 3×3 patches 
between 𝐼𝐼𝐾𝐾 and the warped image 𝐼𝐼𝑖𝑖
𝑤𝑤𝑖𝑖(𝑥𝑥): weighting factor (confidence)
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Newcombe et al., “DTAM: Dense Tracking and Mapping in Real-Time”, 2011
OpenCV: Depth Map from Stereo Images
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Mapping

• depth map: extracted from the cost volume using CNN
• combines matching cost information in the cost volume and image-based scene priors
• accuracy OR computational efficiency?

narrow band of depth labels centered at the previous depth estimate 𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 as

nb prev nb prev
2| , , ,

2 2i i
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Mapping Network

𝐼𝐼𝐾𝐾
(320 × 240 × 3)

𝐶𝐶𝑓𝑓𝑓𝑓
(320 × 240 × 32)

𝑠𝑠𝑓𝑓𝑓𝑓
(320 × 240 × 1)

𝐷𝐷𝑓𝑓𝑓𝑓 = 1 − 𝑠𝑠𝑓𝑓𝑓𝑓 � 𝑑𝑑𝑚𝑚𝑖𝑖𝑚𝑚 +𝑠𝑠𝑓𝑓𝑓𝑓 � 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

𝐼𝐼𝐾𝐾
(320 × 240 × 3)

𝐶𝐶𝑚𝑚𝑓𝑓
320 × 240 × 32
𝜎𝜎𝑚𝑚𝑓𝑓 = 0.0125

𝐶𝐶𝑚𝑚𝑓𝑓_𝑙𝑙𝑝𝑝𝑚𝑚𝑝𝑝𝑚𝑚
(320 × 240 × 32)

𝐷𝐷𝑚𝑚𝑓𝑓1 = Σ𝑑𝑑 𝐵𝐵𝑚𝑚𝑓𝑓 × 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑠𝑠𝑥𝑥(−𝐶𝐶𝑚𝑚𝑓𝑓_𝑙𝑙𝑝𝑝𝑚𝑚𝑝𝑝𝑚𝑚)

𝐼𝐼𝑘𝑘 𝐷𝐷𝑚𝑚𝑓𝑓𝑛
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• Effect of narrow band refinement: focus on depth regularization (15 iterations)

• Objective function
• L1 loss on the inverse depth maps

• The scale-invariant gradient loss

𝑔𝑔ℎ 𝐷𝐷 𝑖𝑖, 𝑗𝑗 is gradient images of the predicted depth map that emphasize discontinuities

Training of mapping network
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• SUN3D: large variety of indoor scenes

• SUNCG: synthetic dataset of 3D scenes with realistic scene scale

• MVG: contains both indoor and outdoor scenes

Training datasets
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Xiao et al., “SUN3D: A Database of Big Spaces Reconstructed using SfM and Object Labels”, 2013
Song et al., “Semantic Scene Completion from a Single Depth Image”, 2016 (SUNCG)
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• RGB-D benchmark: images and depth maps with accurate ground truth poses
• Effects of optical flow prediction and multiple pose hypotheses prediction
• Generalization: not train or finetune on this benchmark

Tracking evaluation

Sturm et al., “A benchmark: for the evaluation of RGB-D SLAM systems”, 2012
Kerl et al., “Dense visual SLAM for RGB-D cameras”, 2013

Values describe the translational 
RMSE in [m/s]
Ours (w/o flow): not learn optical 
flow
Ours (w/o hypotheses): just a 
single pose
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• Error metrics
• scale invariant metric [1]

where 𝐸𝐸 𝑖𝑖, 𝑗𝑗 = log𝐷𝐷 𝑖𝑖, 𝑗𝑗 − log𝐷𝐷𝑔𝑔𝑔𝑔(𝑖𝑖, 𝑗𝑗) and 𝑛𝑛 the number of pixels 
• L1-rec: normalizes the depth error with respect to the ground truth depth value

• L1-inv: gives more importance to close depth values

Mapping evaluation
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[1] Eigen et al., “Depth Map Prediction from a Single Image using a Multi-Scale Deep Network”, 2014



19

• qualitatively

• quantitatively

Fixed band and narrow band module

keyframe depth map errors on 
the test split of training data sets
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• quantitatively

• qualitatively

Comparison
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• Robustness: apply the same normal-distributed noise vectors to the camera poses

• Generalization experiment on KITTI

Robustness & Generalization
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• The method showed the great performance, robustness and generalization capabilities, the
way to handle the problem seemed to be more straightforward than classic methods which
incorporate several modules and need much mathematics

• The neural network design involved many useful tricks: virtual keyframe synthetics, multiple
pose hypotheses, optical flow prediction (enforce useful learning), coarse-to-fine strategy,
appending refinement network etc.

• The detailed architecture design should be difficult: hyperparameters, skip connections,
branches, etc.? → available backbone architecture from deep learning field

• Deep learning methods lack explainability relatively, combining traditional modules and
deep learning is still powerful and combining with other subtasks like segmentation could
provide more progress

• Incorporate with loop closure
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• This paper propose a deep learning architecture for real-time dense mapping and tracking

• Tracking
• generating synthetic viewpoints allows to track incrementally with respect to a keyframe
• a multiple hypothesis approach for camera poses leads to more accurate pose estimation

• Mapping
• neural networks combining cost volume information and image-based priors lead to 

accurate and robust dense depth estimation
• an efficient depth refinement strategy combining a network with the narrow band 

technique helps for finer details 

• runtime: 44Hz for tracking
(on NVIDIA GTX 1070)
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Thanks for listening

Questions ?

Xiao et al., “SUN3D: A Database of Big Spaces Reconstructed using SfM and Object Labels”, 2013
Song et al., “Semantic Scene Completion from a Single Depth Image”, 2016 (SUNCG)
Newcombe et al., “DTAM: Dense tracking and mapping in real-time”, 2011
Hirschmüller et al., “Accurate and efficient stereo processing by semi-global matching and mutual information”, 2005 (SGM)
Tateno et al. “CNN-SLAM: Real-Time Dense Monocular SLAM with Learned Depth Prediction”, 2017
Ummenhofer et al., “DeMoN: Depth and Motion Network for Learning Monocular Stereo”, 2017



Cost  Volume

𝑤𝑤𝑖𝑖(𝑥𝑥): weighting factor, with 𝑑𝑑∗ = arg min
d
𝜌𝜌𝑖𝑖(𝑥𝑥,𝑑𝑑)

Supplementary Formulations
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