
Practical Course: Vision Based Navigation

Projects 

Jason Chui, Nikolaus Demmel, David Schubert  
Prof. Dr. Daniel Cremers 

Version: 17.05.2021



Project Phase

• Start after sheet 5 is complete. For the remainder of the lecture period. 
• Work alone or in pairs on a more open-ended project (1-2 people). 
• Mandatory weekly meeting with tutors to discuss progress and next steps. 
− fixed 30 min time slot 
− preferably Mondays 2pm-6pm (first come first served) 

• Project goal is to be determined: 
− Choose from list of suggested projects or suggest your own. 
− “Advanced” topics have more uncertain scope / solution. More independent work required. 
− At most 2 groups should work on the same project (first come first served). 

• Present project outcome in talk and Q&A session (15min per group) 
• Written report on project outcome (10-12 pages, single column, single-spaced lines, 11 pt) 

• Important dates: 
− Fix groups, project topic, and time for weekly meeting: 30.05.2021 (sheet 5 deadline) 
− First meeting on 07.06. or also before 
− Project presentations: 12.07.2021, 2:00pm 
− Project report due: 15.09.2021
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1. SLAM

• ORB_SLAM: http://webdiis.unizar.es/~raulmur/MurMontielTardosTRO15.pdf 
• ORB_SLAM2: https://arxiv.org/abs/1610.06475 
• Map management 
• Reusing Keyframes 
• Spanning tree for pose-graph optimization
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2. Indirect Visual Odometry with Optical Flow

• Sparse optical flow as alternative to feature matching 
• Extend odometry application 
• Compare runtime, accuracy, … 
• Possible extensions: 
− patch similarity norms 
− Keyframing, local optimization 
− Different image warping strategies 
− Implement Gauss-Newton (or LM) manually 

• Visual-Inertial Mapping with Non-Linear Factor Recovery (V. Usenko, N. Demmel, D. Schubert, J. Stueckler and D. Cremers), In 
arXiv:1904.06504, 2019. https://arxiv.org/pdf/1904.06504 

• Equivalence and efficiency of image alignment algorithms (Baker, Simon, and Iain Matthews), In IEEE Computer Society 
Conference on Computer Vision and Pattern Recognition. Vol. 1. IEEE Computer Society; 1999, 2001. http://citeseerx.ist.psu.edu/
viewdoc/download?doi=10.1.1.70.20&rep=rep1&type=pdf
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3. Direct Visual Odometry for RGB-D Images

• Work with RGB-D data 
• Estimate the relative pose via Direct Image Alignment 
• Implement Gauss-Newton (or LM) manually 
• Frame-to-frame or frame-to-keyframe 
• Different image warping strategies 
• coarse-to-fine to improve convergence 
• robust-norm to handle outliers 

• Robust Odometry Estimation for RGB-D Cameras  (C. Kerl, J. Sturm and D. Cremers), In International Conference on Robotics and 
Automation (ICRA), 2013. 
https://vision.in.tum.de/_media/spezial/bib/kerl13icra.pdf  

• Equivalence and efficiency of image alignment algorithms (Baker, Simon, and Iain Matthews), In IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition. Vol. 1. IEEE Computer Society; 1999, 2001. 
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.70.20&rep=rep1&type=pdf
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4. Relative Map Formulation for SLAM

• Change the map formulation to the relative one 
− Parameters are relative poses between keyframes 
− All points are defined relative to some frame 

• Extend either SfM or Odometry application 
• Paper: http://www.robots.ox.ac.uk/~mobile/Papers/2010IJCV_mei.pdf 

6

http://www.robots.ox.ac.uk/~mobile/Papers/2010IJCV_mei.pdf
http://www.robots.ox.ac.uk/~mobile/Papers/2010IJCV_mei.pdf


5. Photometric Bundle Adjustment

• Photometric Bundle adjustment in SFM 
− Error metric similar to DSO (https://arxiv.org/pdf/1607.02565.pdf) 
− Initialize and optimize additional (non-feature) points 
− Possibly use vignetting and response
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6. Global SfM with Motion Averaging

• Goal: Implement global SfM pipeline using Motion Averaging  
(as opposed to the incremental pipeline from sheet 4) 

• Approach: 
− Estimate relative rotation between pairs of cameras 
− Solve for global camera orientations 
− Given the global orientations, estimate global translations 
− Triangulate structure 

• Chatterjee, Avishek, and Venu Madhav Govindu. "Efficient and robust large-scale rotation averaging." Proceedings of the IEEE 
International Conference on Computer Vision. 2013. 
https://www.cv-foundation.org/openaccess/content_iccv_2013/papers/Chatterjee_Efficient_and_Robust_2013_ICCV_paper.pdf 

• Wilson, Kyle, and Noah Snavely. "Robust global translations with 1dsfm." European Conference on Computer Vision. Springer, Cham, 
2014. 
https://research.cs.cornell.edu/1dsfm/docs/1DSfM_ECCV14.pdf 

• Zhu, Siyu, et al. "Very large-scale global sfm by distributed motion averaging." Proceedings of the IEEE Conference on Computer Vision 
and Pattern Recognition. 2018. 
http://openaccess.thecvf.com/content_cvpr_2018/papers/Zhu_Very_Large-Scale_Global_CVPR_2018_paper.pdf
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7. Rotation-only SLAM

− Chng et al, “Monocular Rotational Odometry with Incremental Rotation Averaging and Loop 
Closure”, 2020 
− paper: https://arxiv.org/pdf/2010.01872.pdf 
− Incremental rotation averaging 
− Global optimization with “pose graph optimization” (but only rotations) 
− Handle pure-rotation case for monocular camera 
− Once rotations are estimated: “Known rotation” SLAM or SfM 
− Possible extensions: S. LeeHun and J. Civera. “Rotation-Only Bundle Adjustment”, 2020 

(https://arxiv.org/pdf/2011.11724.pdf)
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ALCANTARILLA et al.: FAST EXPLICIT DIFFUSION FOR ACCELERATED FEATURES IN NONLINEAR SCALE SPACES 9

Features Size
Bikes Boat UBC Trees Rot.

MS RC MS RC CM RC PR RC MS RC

SIFT 128 Bytes 8 69 15 62 33 53 4 29 49 74
SURF 64 Floats 27 68 11 52 53 72 7 23 43 70
ORB 256 Bits 25 67 7 17 59 78 8 34 47 82

BRISK 512 Bits 3 55 3 37 17 51 3 22 15 69
KAZE 64 Floats 37 81 16 54 74 85 18 53 67 85

A-KAZE 64 Bits 42 76 11 33 71 77 12 32 60 86
A-KAZE 256 Bits 46 85 15 44 78 85 16 45 63 91
A-KAZE 486 Bits 47 87 16 47 79 86 17 48 64 92

Table 1: Combined detector and descriptor evaluation results for the Bikes, Boat, UBC, Trees
and synthetic Rotation sequences. The highest MS and RC scores are in bold.

Precision = # Correct Matches/# Putative Matches as a function of the number of bits in
the descriptor for the Trees dataset. For sizes of 92 bits and above, the performance is within
a few percentage points of the full descriptor, and plateaus after 128 bits for small image
transformations. Fig. 3(b) depicts precision versus the number of channels considered in the
M-LDB descriptor for two image pairs from the Wall dataset. There is a considerable im-
provement in precision when considering the three channels in the descriptor (intensity and
x and y derivatives) against using only the intensity.

Finally, Fig.3(c) depicts a timing evaluation of the combined detection and description
considering 1000 features extracted from the fist image of the Graffiti dataset. This image has
a resolution of 800⇥640 pixels. All timing results were obtained with an Intel Core i7-3770
CPU. We consider the OpenCV implementations of BRISK, ORB, SIFT and SURF since
these implementations are highly optimized in terms of speed. In addition, we also show
timing results for the original SURF library and SIFT from the VLFeat library [16]. While
A-KAZE is more expensive to compute than BRISK and ORB, it is faster than SURF, SIFT
and KAZE. More specifically, A-KAZE is several orders of magnitude faster than KAZE
while providing similar or even better performance in some scenarios. In addition, due to
the use of binary descriptors the matching step can be computed very efficiently using the
Hamming distance. In the supplementary material, we compare A-KAZE against BRISK
and ORB in a tracking by detection scenario considering a high frame rate object tracking
sequence from [22].

(a) (b) (c)

Figure 3: Descriptor and timing evaluation. (a) Precision vs # Bits (b) Precision vs # Chan-
nels (c) Timing evaluation for the joint method (detection and description) considering 1000
features from the first image of the Graffiti dataset. Best viewed in color.

8. Advanced Matching and Keypoint Evaluation

• Keypoints evaluation: 
− ORB, AKAZE, SIFT, BRISK 
− Computation time / matching statistics 

• Cascade Hashing for descriptor matching: 
− http://www.nlpr.ia.ac.cn/jcheng/papers/CameraReady-CasHash.pdf

10

Alcantarilla, Pablo F., and T. Solutions. "Fast explicit diffusion for accelerated features in nonlinear scale spaces."  
IEEE Trans. Patt. Anal. Mach. Intell 34.7 (2011): 1281-1298.

http://www.nlpr.ia.ac.cn/jcheng/papers/CameraReady-CasHash.pdf
http://www.nlpr.ia.ac.cn/jcheng/papers/CameraReady-CasHash.pdf


9. Improving SfM with Reliable Resectioning

− R. Kataria et al., 3DV 2020 
− paper & code: https://github.com/rajkataria/ReliableResectioning 
− video: https://slideslive.com/embed/presentation/38941065 
− Implement ideas from paper in our SfM pipeline: 
− Adjust order of adding cameras (weight shorter tracks higher) 
− Initialise pose only with reliable matches; then find more matches by projection
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10. Visualizing Spectral BA Uncertainty

− K. Wilson and S. Wehrwein, 3DV 2020 
− https://facultyweb.cs.wwu.edu/~wehrwes/files/sfmflex.pdf 
− video: https://slideslive.com/embed/presentation/38941084 
− Implement pose uncertainty visualisation in our SfM application 
− static (ellipses) 
− animated 
− Investigate relative scaling of units (rotation vs translation) 
− public implementation for reference: https://wilsonkl.github.io/sfmflex-release/
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