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Overview of Two-view Geometry

Camera motion can be inferred from two consecutive image frames.

 Intuitive Illustration

 Camera pose estimation
We can easily imagine that the image A is obtained by the left camera (eye) and image B is 
obtained by the right camera (eye).

Image A Image B
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Overview of Two-view Geometry
 Intuitive Illustration

 Camera pose estimation
We infer the camera motion from some object correspondences. Objects can be further 
abstracted by points and lines.

Image A Image B

Object correspondences

Image A Image B

Point correspondences
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Overview of Two-view Geometry
 Intuitive Illustration

 3D reconstruction

3D perception from two human eyes 

Two human eyes

Brain
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Overview of Two-view Geometry
 Intuitive Illustration

 3D reconstruction
Given a pair of 2D points in two images, the 3D point's position in space is found as the 
intersection of the two projection rays.

Triangulation Depth from disparity 05/32
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Overview of Two-view Geometry
 Problem Formulation

2D-2D point 
correspondence
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 Problem Formulation

 Can we solve the estimation of relative motion (𝑅𝑅,𝑇𝑇) without any prior information 
about 3D points? Yes! The next couple of slides prove that this is possible.

 Once (𝑅𝑅,𝑇𝑇) are known, the 3D points can be triangulated using the triangulation 
algorithm (i.e., least square approximation plus reprojection error minimization)

Overview of Two-view Geometry

= +
First step Second step
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 Problem Formulation

 Recover simultaneously 3D scene structure and camera poses (up to scale) from two 
images. (More specifically, camera pose first, followed by 3D structure.)

 Intrinsic parameters of camera is known from calibration. We can also handle 
uncalibrated case.

Overview of Two-view Geometry

08/32



Computer Vision Group

 Problem Formulation

 Given a set of 𝑛𝑛 point correspondences 
between two images, where 𝑖𝑖 = 1 … 𝑛𝑛, the goal is to simultaneously
• estimate the 3D points 𝑷𝑷𝑖𝑖 and
• the camera relative-motion parameters (𝑹𝑹, 𝑻𝑻).

Perspective 
projection

Overview of Two-view Geometry
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 Scale Ambiguity

If we rescale the entire scene and camera views, the projections (in pixels) of the scene 
points in both images remain exactly the same:

Overview of Two-view Geometry

• Reduce the size of 3D object: smaller projection

• Reduce the distance from camera to 3D object: bigger 
projection

• Simultaneously reduce the size of 3D object and reduce the 
distance from camera to 3D object?
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 Scale Ambiguity

 For monocular case, it is not possible to recover the absolute scale of the scene.

 Thus, only 5 degrees of freedom are measurable:
• Three parameters to describe the rotation
• Two parameters for the parameters for the translation up to a scale (we can only compute the 

direction of translation but not its length)

Overview of Two-view Geometry
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 Number of Point Correspondences

 𝟒𝟒𝒏𝒏 knowns:
• 𝑛𝑛 correspondences; each one (𝑢𝑢𝑖𝑖1,𝑣𝑣𝑖𝑖1) and (𝑢𝑢𝑖𝑖2,𝑣𝑣𝑖𝑖2), 𝑖𝑖=1…𝑛𝑛

 𝟓𝟓+𝟑𝟑𝒏𝒏 unknowns
• 5 for the motion up to a scale (3 for rotation, 2 for translation)
• 3𝑛𝑛 is number of coordinates of 𝑛𝑛 3D points (x, y, z)

 If and only if the number of independent equations ≥ number of unknowns

4n ≥ 5 + 3n                    n ≥ 5 

Overview of Two-view Geometry
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 Number of Point Correspondences

 In 1913, Kruppa showed that 5 image correspondences is the minimal case and that 
there can be at up to 11 solutions [1].

 In 1981, the first popular solution uses 8 points and is called the 8 point algorithm or 
Longuet Higgins algorithm [2].

 In 2004 , Nister proposed the first efficient and non-iterative solution . It uses Groebner
basis decomposition [3].

[1] E. Kruppa, Zur Ermittlung eines Objektes aus zwei Perspektiven mit Innerer Orientierung, Sitz. Ber. Akad. Wiss., Wien, Math. Naturw. 
Kl., Abt. IIa. IIa., 1913
[2] H. Christopher Longuet Higgins, A computer algorithm for reconstructing a scene from two projections, Nature, 1981.
[3] D. Nister , An Efficient Solution to the Five Point Relative Pose Problem, PAMI, 2004.

Overview of Two-view Geometry
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Geometric Constraints
 Epipolar planes and lines

 The camera centers 𝐶𝐶𝑙𝑙 and 𝐶𝐶𝑟𝑟 and the image point 𝑝𝑝 and 𝑝𝑝’ determine the so-called 
epipolar plane.

 The intersections of the epipolar plane with the two image planes are called epipolar
lines.
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Geometric Constraints
 Epipolar planes and lines

 The epipolar line is the projection of a back projected ray 𝜋𝜋−1(𝑝𝑝) onto the other camera 
image

 The epipole is the projection of the optical center on the other camera image
 A pair of images has two epipoles.

Back projected ray
(Defined by the camera center and image point)
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 Essential Matrix

Coplanarity constraint

Geometric Constraints

Normalized image 
coordinates

orthogonality Normal of 
epipolar plane

From dot product to 
matrix multiplication

Left camera frame
Right camera frame
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R and T denote the rotation and translation from C1 to C2.
(arrow of T doesn’t represent the direction of T, but “the 
coordinates of the center of C1” in C2.) 
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 Essential Matrix

Coplanarity constraint

Definition of essential matrix

𝑅𝑅 and 𝑇𝑇 can be computed from 𝐸𝐸

Geometric Constraints

Associative law
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 From Essential Matrix to Fundamental Matrix

So far, we have assumed that the camera intrinsic parameters are known and we have 
used normalized image coordinates to get the epipolar constraint for calibrated cameras:

Geometric Constraints

Normalized image coordinates 18/32
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Geometric Constraints
 Fundamental Matrix

 Definition of fundamental matrix

Advantage: Based on fundamental matrix, we work directly in ordinary image plane, 
instead of normalized image plane.
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Geometric Constraints
 Computation of Fundamental/Essential Matrix

 Eight-point method (Direct linear transform--DLT)
• Essential matrix
• Fundamental matrix

 Five-point method (introduce in the next class)
• Essential matrix
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Eight-point Method
 Classical Version

 We first take essential matrix estimation for example [1].

 Each pair of point correspondences              
provides a linear equation:

[1] H. Christopher Longuet-Higgins, A computer algorithm for reconstructing a scene from two projections, Nature, 1981
21/32
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Eight-point Method
 Classical Version

Note:
 The 8-point algorithm assumes that the entries of E are all independent. This is not 

true since, for the calibrated case, they depend on 5 parameters (R and T).
 The 5-point algorithm (introduced later) uses the epipolar constraint considering the 

dependencies among all entries.
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Eight-point Method
 Classical Version

For 𝑛𝑛 points, we can write
Linear system of Tsai’s method

23/32

Normalized image coordinates
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Eight-point Method
 Classical Version

Minimal solution
• 𝑄𝑄(𝑛𝑛×9) should have rank 8 to have a unique (up to a scale) non-trivial solution          
• Different E matrices up to scale lead to the same result of rotation and translation (norm=1)
• Each point correspondence provides 1 independent equation
• Thus, 8 point correspondences are needed

Over-determined solution
• n > 8 points
• A solution is to minimize  subject to the constraint 
• The solution is the eigenvector corresponding to the smallest eigenvalue of the matrix 𝑄𝑄𝑇𝑇𝑄𝑄
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Eight-point Method
 Extension to Fundamental matrix

 Similarly, eight-point method for fundamental matrix can be formulated as

 We use the original image coordinates instead of normalized image coordinates.
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Eight-point Method
 Normalized Version

Motivation
 Orders of magnitude difference between column of data matrix.
 Least-square method yields poor results.
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Eight-point Method
 Normalized Version

Motivation
 Poor numerical conditioning, which makes results very sensitive to noise
 This problem can be fixed by rescaling the data: Normalized 8-point algorithm [1]

[1] R. Hartley, In defense of the eight point algorithm, IEEE Transactions of Pattern Analysis and Machine Intelligence (TPAMI), 1997
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Eight-point Method
 Normalized Version

In the original 1997 paper, Hartley proposed to rescale the two 2D point sets such that
the centroid of each set is 0 and the mean standard deviation       (equivalent to having the 
points distributed around a circled passing through the four corners of the [−1,1]×[−1,1] 
square).
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Eight-point Method
 Normalized Version

 This can be done for every point as follows:

where                                                   is the centroid and                                           is the 

standard deviation of the point set.

 This transformation can be expressed in matrix form using homogeneous coordinates:
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Eight-point Method
 Normalized Version

The Normalized 8-point algorithm can be summarized in three steps:

1. Normalize the point correspondences: 
2. Estimate normalized with 8 point algorithm using normalized coordinates
3. Compute unnormalized F from 

Original 2D coordinates

Normalized 2D coordinates (known)

Output of second step

30/32
Associative law



Computer Vision Group

Eight-point Method
 Normalized Version

Comparison between Normalized and non-normalized versions
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 Overview of 2D-2D Geometry
 Two-view Geometric Constraints
 Eight-point Method

Summary
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Thank you for your listening!
If you have any questions, please come to me :-)
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