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Preliminary meeting

Selected topics in DL: 
Equivariance & Dynamics



Unconstrained large-scale learning

Dynamic Reconstruction 
(MonST3R)

Segment Anything ModelLarge language models



Structure-preserving learning
Symmetries

Invariance Equivariance

Maurice Weiler



Structure-preserving learning
Symmetries

CNN

Group-CNN

Maurice Weiler & Gabriel Cesa



Structure-preserving learning
Dynamics

Neural ODE 
(Chen et al.)

Path Sampling 
(Du et al.)



Structure-preserving learning
Applications

• Architectures with symmetry-preserving 
guarantees 

• Efficient representation learning 

Data efficiency 

Compute efficiency* 

• Architectures leveraging known dynamics

* Brehmer et al., Does Equivariance Matter at Scale?

Neural Descriptor Fields

ClimODE

N-body dynamics



Structure-preserving learning
Papers

https://cvg.cit.tum.de/teaching/ss2025/dl-equi-dynam



Logistics*

• Plan to have 10 - 12 participants (through TUM Matching process) 

Drop me an email so I don’t miss your application! 

• In-person session every other week 

Tuesdays 14:30 - 16:30 

• Two paper presentations in every session 

30 - 35 minutes presentation 

10 minutes discussion 

• One early ‘catch-up’ session to review common DL models

* tentative



Evaluation

• Major component (75%) 

Paper presentation (40%) 

Technical report (not a summary) (35%) 

• Minor components (25%) 

One paragraph paper summaries before every session (15%) 

In-class participation (10%)



Warning

• First offering of the seminar 

Expect some rough edges! 

• Papers are dense in theory 

..which also makes it interesting 

• I’m not an expert on these topics



Contact

• karnik.ram@tum.de 

• CIT, 02.08.038 

• https://cvg.cit.tum.de/teaching/ss2025/dl-equi-dynam

mailto:karnik.ram@tum.de

