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Previously…



How can we use machine learning to simulate physical systems with high fidelity to their 

dynamics?

Contexts of application: 

- topics: molecular dynamics, protein structure prediction, robotics…

- levels: macro, protein, smaller molecules…

What are we discussing today?



Naturally fit for physical system representation

- Unit elements as nodes (e.g., atoms)

- Relations as edges (e.g., chemical bonds)

- Latent interactions as message passing between these nodes with edges

Foundational concepts: Graph Neural Networks 
(GNNs)



Output reflects a predictable transformation 

equivalent to that of the input. Physical consistence 

irrespective of the coordinate system and view

Foundational concepts: Equivariance



Spatially: generalising GNNs to fit the symmetry of our world

Temporally: frame-to-frame forecasting
E.g.:

- Tensor-Field Networks (TFN)

- SE(3)-Transformer

- LieTransformer and LieConv

- E(n)-equivariant GNNs (EGNN)

- Equivariant Graph Mechanics Networks (GMN)

State of the Art: equivariant GNNs



“The future state only depends on the current state, independent of all 

other past states”

The problem: the Markovian assumption



“The future state only depends on the current state, independent of all 

other past states”

The problem: the Markovian assumption

Previous methods rely on this:

- A single input: system's conformation at a single frame.

- A fixed time step: they predict the future after a fixed time interval 

(frame-to-frame)



What if there are unobserved objects 

interacting with the system?

- Missed by the last frame

- Untracked

What if the effects induced by other 

objects are not constant or linear?

Why is the Markovian assumption problematic?



For molecular dynamics in particular:

What about solvents (untracked object)?

Why is the Markovian assumption problematic?



We define a past period (to be taking as input)

Idea: if the past period is sufficiently long, non-Markovian behaviour can 

be recovered

Addressing Non-Markovian Dynamics

past period 



We can also recover periodic motion (e.g. periodic thermal vibration)

Addressing Non-Markovian Dynamics

past period 

https://docs.google.com/file/d/1BHxt9vrd0i7OrlgyKp-XO5GKf5gqVPPY/preview


We can therefore use Spatio-Temporal Graph Neural Networks 

(STGNNs)...but they are unfit for Euclidean symmetry and physical laws

- traditional use case not on physical modelling (e.g. traffic forecasting)

- no 3D geometric equivariance

Addressing Non-Markovian Dynamics



Equivariant Spatio-Temporal Attentive Graph Networks (ESTAG): 

- capturing non-Markovian behaviour (based on STGNNs)

- making STGNNs equivariant (for Euclidean symmetry)

Enter ESTAG



1. Equivariant Discrete Fourier Transform (EDFT): extracts periodic 

patterns

2. Equivariant Spatial Module (ESM): passes spatial messages.

3. Equivariant Temporal Module (ETM): aggregates temporal messages 

using forward attention and equivariant pooling

ESTAG components



Fourier Transform helps us understand the frequency domain 

-> periodicity (node-wise temporal dynamics for the global context). c_i is 

the frequency amplitude of node i.

We can later use this information to check node cross-correlation (A)

A and c are E(3)-invariant!

Equivariant Discrete Fourier Transform (EDFT)



Encoding and passing the spatial geometry of each graph through each layer

EGNN + EDFT features:

+ correlation (Aij) to evaluate global temporal connections

+ amplitude (ci) to update hidden features at each node

Equivariant Spatial Module (ESM)



Process: compute messages, update hidden features, update positions

Equivariant Spatial Module (ESM)

note that these operations do not disturb equivariance



Modelling self-correspondence with an attention mechanism

Forward temporal attention: we only rely on the past

Equivariant pooling

Equivariant Temporal Module (ETM)



Modelling self-correspondence with an attention mechanism

Forward temporal attention: we only rely on the past

Equivariant pooling: aggregates spatial and temporal information

Equivariant Temporal Module (ETM)

attention weight

hidden feature

temporal displacement vector



Equivariant pooling: apply a linear transformation to the updated 

coordinates

Equivariant Temporal Pooling

ESM ETL ESM ETL ESM ETL

L

…

Training via MSE loss



Input: historical series of spatio-temporal graphs {Gt} from time t=0 to T-1

Equivariant Discrete Fourier Transform (EDFT): processes historical trajectory for each 
node. Extracts equivariant frequency features-> invariant node features (c) and 
adjacency matrix (A).

Stacked Modules: computes spatial and temporal relationships. L layers of alternating 
equivariant components (ESM, ETM)

Equivariant Temporal Pooling: pooling layer to combine time and space dependencies

Output: position of each node at time T

Architecture recap



Architecture recap



Architecture recap



Equivariance details



Equivariance details



Experiments

Testing on three datasets for the different levels:

Molecular: MD17, trajectories of small molecules (e.g., Aspirin, Benzene, Ethanol) generated by Molecular Dynamics 

simulation. External temperature and pressure are unobserved (non-Markovian behaviour)

Protein-level: AdK equilibrium trajectory dataset (protein dynamics). The dynamics of water and ions are unobserved 

(non-Markovian behaviour)

Macro-level: CMU Motion Capture Database (human motion trajectories) (e.g., walking, basketball). Environmental 

states are unobserved (non-Markovian behaviour)



Experimental results: molecular



Experimental results: molecular



Experimental results: protein and macro



Ablation studies

Without EDFT: considerably worse performance. wk (learnable) shown 
to be beneficial as a spectral filter

Without attention: slightly worse performance

Without equivariance: considerably worse performance

Without temporal pooling: slightly worse performance



Paper analysis: contributions and advantages

● Time: modelling non-Markovian features, capturing periodicity, 

via EDFT and attention mechanism

● Space: Euclidean symmetry

● Good overall performance



Paper analysis: limitations and criticism

● Limited equivariance: missing embedded physical laws, e.g. no 

conservation of energy

● Limited benchmarks

● Inconsistent baseline comparisons (due to modifications)

● Ablation study interpretations (limited time effects?)

● Visualization as cherry-picking?



Thanks for listening!

Questions?


