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Exercise 1: Constructing kernels

Let k1 and k2 be kernels, f : Rn → R an arbitrary function . Show that we can construct
new kernels via

1. k(x1, x2) = k1(x1, x2) + k2(x1, x2)

2. k(x1, x2) = k1(x1, x2)k2(x1, x2)

3. k(x1, x2) = f(x1)k1(x1, x2)f(x2)

4. k(x1, x2) = exp(k1(x1, x2))

5. k(x1, x2) = xT1Ax2, A symmetric, positive semi-definit

Exercise 2: Polynomial kernel

Let xi, xj ∈ R2

1. Show (by induction) that kd(xi, xj) = (xTi xj)
d is a kernel for every d ≥ 1.

2. Find φd(x) such that kd(xi, xj) = φd(xi)
Tφd(xj).

3. Find φ̃2(x) for k̃2(xi, xj) = (xTi xj + c)2 (c > 0).

For downloads of slides and of homework assignments and for further information on the
course see

http://vision.in.tum.de/teaching/ws2013/ml ws13



Exercise 3: Programming

Download the files exercise5.m, feature test.m and feature plot.m from the website.

1. Implement the function feature test.

2. Test your code with the script exercise5.m and the following choices for φ:

(a) φ(x, y) =
(
x y x2 + y2

)T
(b) φ(x, y) =

(
x2
√

2xy y2
)T

(c) φ(x, y) =
(
sin(x) cos(y) sin(x) sin(y) cos(x)

)T
(d) φ(x, y) =

(
x3
√

3x2y
√

3xy2 y3
)T

(e) φ(x, y) =
(
x2
√

2xy y2
√

2cx
√

2cy c
)T

within appropriate domains and with different choices for n and c.

Hint:
Watching the following video helps understanding the mapping to the feature space:
http://youtu.be/3liCbRZPrZA.

For downloads of slides and of homework assignments and for further information on the
course see

http://vision.in.tum.de/teaching/ws2013/ml ws13

http://youtu.be/3liCbRZPrZA

