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Exercise 1: Constructing kernels

Let k; and k5 be kernels, f : R” — R an arbitrary function . Show that we can construct
new kernels via
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2.

k(x1,x2) = ki(x1, x2) + ko(21, 22)
k

-

1($17 sz)kz(xh xz)

( )
( )
k(w1 22) = f@1) ki (21, 32) f (22)
( )
( )

Z1,T2
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k(z1,20) = 2T Azy, A symmetric, positive semi-definit

Exercise 2: Polynomial kernel

Let x;,2; € R?

1.

2.

Show (by induction) that k4(z;,x;) = (z7'x;)? is a kernel for every d > 1.

Find ¢q(z) such that ky(x;, ;) = ¢a(x;) T dalz;).

3. Find ¢y(x) for ky(z,2;) = (xXz; + ¢)? (¢ > 0).

For downloads of slides and of homework assignments and for further information on the
course see

http://vision.in.tum.de/teaching/ws2013/ml ws13




Exercise 3: Programming
Download the files exercise5.m, feature_test.m and feature_plot.m from the website.
1. Implement the function feature_test.

2. Test your code with the script exercise5.m and the following choices for ¢:

(2) d(z,y)=(z y >+y°)"

(b) d(z,y) = (a2 V2zy o?)"

(c) é(x,y) = (sin(x) cos(y) sin(x)sin(y) cos(z))"
(d) ¢(z,y) = (+* V3a2y VBuy® oF)"

() ¢(z,y) = (22 V2ry 12 V2er V2ey ¢

within appropriate domains and with different choices for n and c.

Hint:
Watching the following video helps understanding the mapping to the feature space:
http://youtu.be/31iCbRZPrZA.
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