Variational Methods for Computer Vision: Solution Sheet 3

Exercise: 14 November 2013

Part I: Theory

1. (a) Suppose x* is a local but not a global minimizer. Then we can find a point z € R"™ with
f(2) < f(a*). Consider the line segment joining z and z*, that is defined as follows:

x =Mz + (1 —\)z" forsome \ € (0,1)
Then by convexity:
@) SAf(2) + (1= N f(2%) < f(z7)

This means that the neighborhood of z* (any A € [0, 1)) contains a point fy(z) that has a
lower energy which is in contradiction to the assumption.

(b) Reminder: The directional derivative of functional f in direction p is defined as

flz+ep) — f(z)

D(f(x),p) = lim =Vf(z)'p

e—0

Then:
f@” +e(z —a")) — f(a")

V)T (z — %) = lim

e—0 €
ConvSexity ljn(l) ef(z) + (1 — e)f(q;*) — f(:c*)
e— €

— /(=) - f(") <0
= Vf(z*)T # 0 = z* not stationary.

2' ”j”
Let f be convex and (u,a), (v, b) € epif. Then

FOu+ (1 =M< Af(u)+ (1 —=N)f(v)
< Aa+(1— b

Thus A\(u,a) + (1 — X)(v,b) € epif.

9, 9
=

Yy
/ b
theconvexityofepif,k< ”2 ) +(1-=X) < 3; > = ( i\\zig:i;z > € epif.
Thus:
fOz+ (1 —=XNy) <Aa+(1-=N)b
=A(@)+ 1= f(y)

= f convex.



3. (a)

(Af(@) + (1 =X f(y) + BAg(x) + (1 = A)g(y))

af(Ar+ (1= Ny) + Bg(Ar + (1= Ny) <«
= Maf(z) + Bg(x)) + (1 = A)(af(y) + By(y))
(b)

h(Az + (1 — N)y) = max(f(Az + (1 = Ny),g(Ax + (1 = N)y))
< max(Af(z) + (1 = A)f(y), Ag(@) + (1 = N)g(y))
< Amax(g(z), f(z)) + (1 — A) max(f(y), 9(y))

(c) Counterexample: convince yourself that the graph min((z — 1)2, (x 4 1)?) is not convex.

4.
h™ = f(g(z))
= (' (9(2)g (2))
= £ (9(2)) (9 ()2 +£ (9(x)) ¢ ()
>0 >0 >0
Thus:

K >0< f(g(x)) > 0< f(g(z)) monotonously increasing.



