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Exercise: 14 November 2013

Part I: Theory

1. (a) Suppose x∗ is a local but not a global minimizer. Then we can find a point z ∈ Rn with
f(z) < f(x∗). Consider the line segment joining z and x∗, that is defined as follows:

x = λz + (1− λ)x∗ for some λ ∈ (0, 1)

Then by convexity:

fλ(x) ≤ λf(z) + (1− λ)f(x∗) < f(x∗)

This means that the neighborhood of x∗ (any λ ∈ [0, 1)) contains a point fλ(x) that has a
lower energy which is in contradiction to the assumption.

(b) Reminder: The directional derivative of functional f in direction p is defined as

D(f(x), p) = lim
ε→0

f(x+ εp)− f(x)
ε

= ∇f(x)T p

Then:

∇f(x∗)T (z − x∗) = lim
ε→0

f(x∗ + ε(z − x∗))− f(x∗)
ε

Convexity
≤ lim

ε→0

εf(z) + (1− ε)f(x∗)− f(x∗)
ε

= f(z)− f(x∗) < 0

⇒ ∇f(x∗)T 6= 0⇒ x∗ not stationary.

2. ”⇒”
Let f be convex and (u, a), (v, b) ∈ epif . Then

f(λu+ (1− λ)v ≤ λf(u) + (1− λ)f(v)
≤ λa+ (1− λ)b

Thus λ(u, a) + (1− λ)(v, b) ∈ epif .

”⇐”

Let epif be convex. Define a := f(x), b := f(y). Then
(
x
a

)
,

(
y
b

)
∈ epif . Because of

the convexity of epif, λ
(
x
a

)
+ (1− λ)

(
y
b

)
=

(
λx+ (1− λ)y
λa+ (1− λ)b

)
∈ epif .

Thus:

f(λx+ (1− λ)y) ≤ λa+ (1− λ)b
= λf(x) + (1− λ)f(y)
⇒ f convex.



3. (a)

αf(λx+ (1− λ)y) + βg(λx+ (1− λ)y) ≤ α(λf(x) + (1− λ)f(y)) + β(λg(x) + (1− λ)g(y))
= λ(αf(x) + βg(x)) + (1− λ)(αf(y) + βg(y))

(b)

h(λx+ (1− λ)y) = max(f(λx+ (1− λ)y), g(λx+ (1− λ)y))
≤ max(λf(x) + (1− λ)f(y), λg(x) + (1− λ)g(y))
≤ λmax(g(x), f(x)) + (1− λ)max(f(y), g(y))

(c) Counterexample: convince yourself that the graph min((x− 1)2, (x+ 1)2) is not convex.

4.

h
′′
= f(g(x))

′′

= (f
′
(g(x)g

′
(x))

′

= f
′′
(g(x))︸ ︷︷ ︸
≥0

(g
′
(x))2︸ ︷︷ ︸
≥0

+f
′
(g(x)) g

′′
(x)︸ ︷︷ ︸
≥0

Thus:

h
′′ ≥ 0⇔ f

′
(g(x)) ≥ 0⇔ f(g(x)) monotonously increasing.


