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Computer	  Vision	  Group	  

•  Form	  groups	  of	  3	  people	  

•  Implement	  a	  computer	  vision	  algorithm	  in	  CUDA	  
–  Select	  your	  3	  favorite	  topics	  
– We	  will	  assign	  the	  projects	  to	  the	  groups	  

•  Regular	  meeHngs	  with	  your	  supervisor	  
•  Send	  source	  code	  to	  your	  supervisor	  unHl	  April	  1	  

•  CheaHng:	  all	  involved	  groups	  will	  get	  the	  grade	  5.0	  

Project	  Phase	  (March	  10	  -‐	  March	  29)	  
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Computer	  Vision	  Group	  

PresentaHons	  (March	  30	  -‐	  April	  1)	  

•  15	  minutes	  per	  group	  
•  Prepare	  slides	  
– Explain	  the	  task	  
– Explain	  how	  you	  proceeded	  to	  solve	  the	  task	  
– Show	  your	  results	  

•  Live	  demo	  
•  Q&A	  session	  

3	  



Computer	  Vision	  Group	  

Final	  Project	  Proposals	  
Implement	  your	  own	  project	  idea?	  

1)  TGV-‐ImpainHng	  of	  Semi-‐Dense	  Depth	  Maps	  (Jörg	  
Stückler)	  

2)  Plane	  DetecHon	  in	  RGB-‐D	  images	  (Lingni	  Ma)	  
3)  Large	  Displacement	  OpHcal	  Flow	  (Mohamed	  Souiai)	  
4)  Poisson	  Image	  EdiHng	  (Thomas	  Möllenhoff)	  
5)  Image	  Smoothing	  via	  L0	  Gradient	  MinimizaHon	  

(Thomas	  Möllenhoff)	  
6)  Dense	  Visual	  Odometry	  (Robert	  Maier)	  
7)  Voxel	  Hashing	  (Robert	  Maier)	  
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Jörg Stückler, Computer Vision Group, TUM P5: Bildbasierte 3D Rekonstruktion 

TGV-Impainting of Semi-Dense Depth Maps 

Computer Vision Group  
Prof. Daniel Cremers 

1 

LSD-SLAM estimates semi-dense depth maps in 
real-time 
 
 
Task:  
Implement fast regularization and impainting of 
semi-dense depth maps (f) using Total 
Generalized Variation 
 
 
 
 
A slow matlab implementation (CPU) is available 
for reference 
 
Supervisors:  
Thomas Möllenhoff, Jörg Stückler 



Project Introduction

1Feng et al, “fast plane extraction in organized point clouds using
agglomerative hierarchical clustering”, ICRA 2014

Project Introduction Lingni Ma ( B lingni.ma@in.tum.de) 1

plane detection in RGB-D images1

RGB image depth image segmented image

CPU implementation: 15ms. GPU: ?



Algorithm Description

Algorithm Description Lingni Ma ( B lingni.ma@in.tum.de) 2

I convert depth image into organized point cloud
I divide cloud into blocks and compute least-square

plane fitting for each block
I block-wise region merging
I pixel-wise region growing



Project Structure

Project Structure Lingni Ma ( B lingni.ma@in.tum.de) 3

convert depth images
I basic GPU programming
I memory allocation
I pixel-wise parallelization



x = u − ox

fx
× d

y = v − oy

fy
× d

z = d



Project Structure

Project Structure Lingni Ma ( B lingni.ma@in.tum.de) 4

least-square plane fitting
I more advanced GPU programming
I shared memory
I atomic operations
I tree reduction

argmin
n,d

M∑
i=1

(nTpi + d)2



Project Structure

Project Structure Lingni Ma ( B lingni.ma@in.tum.de) 5

and more. . .
camera tracking with the detected planes
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Different Optical Flow Strategies
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Figure 4. Performance of the proposed algorithm on color sequences. The experiments show the flow fields and reconstructions of

frame 546 computed from frame 550 and the estimated flow field for two images from the HumanEva-II sequence. In contrast to the

warping scheme, the proposed method finds correspondences for fast moving structures as well as for occluded areas.

• Functional (5) can be minimized globally with respect
to v, because it merely exhibits a dependency on v.
Optimal values for v(x) for every x can be simply
computed by a complete search. There is no spatial
regularity term for v in functional (5). Without this
coupling of solutions for v at different locations, the
combinatorial explosion of possible solutions has van-
ished. While a complete search over possible values of
v(x) associated with each pixel x appears to be a com-
putationally cumbersome problem, it can be efficiently
parallelized on standard graphics hardware.

While with current graphics hardware a complete search is
still slower than warping schemes such as the one employed
in [11], the proposed algorithmic solution has two important
advantages:

• Since the proposed algorithm does not rely on image
coarsening, there is no issue with small-scale struc-
tures being lost on the coarser scales which warping
schemes require for estimating larger motions. As a
consequence, we can expect the resulting algorithm to

provide better motion fields for small scale structures
undergoing large displacements.

• Warping schemes ultimately require a linearization of
the data term in (5). This is not the case for the pro-
posed complete search. It can integrate arbitrary data
terms including distance of local color values, patch
comparisons or normalized cross-correlation. In ad-
dition, since there is no differentiation, the proposed
approach naturally extends to truncated or other non-
differentiable penalty functions.

In practice, we initialize with u = v = 0 and a large
value for θ. Subsequently we alternatingly compute v(x) as
the minimizer of (5) with fixed u(x) by a complete search
for all pixels x, and minimize (5) with respect to u for
fixed v. Between the iterations we continuously decrement
θ forcing u and v to converge at the end. To save computa-
tion time the complete search for an optimal v is performed
in a restricted search window chosen with respect to a user-
specified upper bound on the velocity. Qualitatively, this
user parameter corresponds to the number of pyramid lev-
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Figure 4. Performance of the proposed algorithm on color sequences. The experiments show the flow fields and reconstructions of

frame 546 computed from frame 550 and the estimated flow field for two images from the HumanEva-II sequence. In contrast to the

warping scheme, the proposed method finds correspondences for fast moving structures as well as for occluded areas.

• Functional (5) can be minimized globally with respect
to v, because it merely exhibits a dependency on v.
Optimal values for v(x) for every x can be simply
computed by a complete search. There is no spatial
regularity term for v in functional (5). Without this
coupling of solutions for v at different locations, the
combinatorial explosion of possible solutions has van-
ished. While a complete search over possible values of
v(x) associated with each pixel x appears to be a com-
putationally cumbersome problem, it can be efficiently
parallelized on standard graphics hardware.

While with current graphics hardware a complete search is
still slower than warping schemes such as the one employed
in [11], the proposed algorithmic solution has two important
advantages:

• Since the proposed algorithm does not rely on image
coarsening, there is no issue with small-scale struc-
tures being lost on the coarser scales which warping
schemes require for estimating larger motions. As a
consequence, we can expect the resulting algorithm to

provide better motion fields for small scale structures
undergoing large displacements.

• Warping schemes ultimately require a linearization of
the data term in (5). This is not the case for the pro-
posed complete search. It can integrate arbitrary data
terms including distance of local color values, patch
comparisons or normalized cross-correlation. In ad-
dition, since there is no differentiation, the proposed
approach naturally extends to truncated or other non-
differentiable penalty functions.

In practice, we initialize with u = v = 0 and a large
value for θ. Subsequently we alternatingly compute v(x) as
the minimizer of (5) with fixed u(x) by a complete search
for all pixels x, and minimize (5) with respect to u for
fixed v. Between the iterations we continuously decrement
θ forcing u and v to converge at the end. To save computa-
tion time the complete search for an optimal v is performed
in a restricted search window chosen with respect to a user-
specified upper bound on the velocity. Qualitatively, this
user parameter corresponds to the number of pyramid lev-
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putationally cumbersome problem, it can be efficiently
parallelized on standard graphics hardware.
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still slower than warping schemes such as the one employed
in [11], the proposed algorithmic solution has two important
advantages:

• Since the proposed algorithm does not rely on image
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combinatorial explosion of possible solutions has van-
ished. While a complete search over possible values of
v(x) associated with each pixel x appears to be a com-
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parallelized on standard graphics hardware.
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regularity term for v in functional (5). Without this
coupling of solutions for v at different locations, the
combinatorial explosion of possible solutions has van-
ished. While a complete search over possible values of
v(x) associated with each pixel x appears to be a com-
putationally cumbersome problem, it can be efficiently
parallelized on standard graphics hardware.

While with current graphics hardware a complete search is
still slower than warping schemes such as the one employed
in [11], the proposed algorithmic solution has two important
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• Since the proposed algorithm does not rely on image
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tures being lost on the coarser scales which warping
schemes require for estimating larger motions. As a
consequence, we can expect the resulting algorithm to
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posed complete search. It can integrate arbitrary data
terms including distance of local color values, patch
comparisons or normalized cross-correlation. In ad-
dition, since there is no differentiation, the proposed
approach naturally extends to truncated or other non-
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In practice, we initialize with u = v = 0 and a large
value for θ. Subsequently we alternatingly compute v(x) as
the minimizer of (5) with fixed u(x) by a complete search
for all pixels x, and minimize (5) with respect to u for
fixed v. Between the iterations we continuously decrement
θ forcing u and v to converge at the end. To save computa-
tion time the complete search for an optimal v is performed
in a restricted search window chosen with respect to a user-
specified upper bound on the velocity. Qualitatively, this
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Figure 3. Comparison of reconstructed images from flow fields computed with and without warping. The experiments show the flow

fields and reconstructions of frame 10 computed from frame 11 and the estimated flow field for consecutive images from the Beanbags

sequence. While the warping scheme (above) clearly looses small scale structures such as the fast moving ball, these are appropriately

preserved with the proposed algorithm (below). As a consequence, we obtain a substantially smaller reconstruction error.

In the following, we will consider a data term which favors
the matching of similar intensities according to

ρ(v, x) = |I1(x) − I2(x + v(x))|. (3)

To preserve discontinuities in the regularized flow field,
we replace the quadratic penalty function of the Horn and
Schunck model (1) with a TV-L1 penalizer, yielding the
smoothness term

ψ(∇v) = |∇v1| + |∇v2|. (4)

The contribution of the present paper is not a new func-
tional for optical flow estimation, but rather a different al-
gorithmic framework for computing minimizers. The major
algorithmic challenge lies in the fact that the above func-
tional is not convex in v. As a consequence, the quality
of minimizers invariably depends on the strategy of mini-
mization (initialization, coarse-to-fine warping) and on im-
plementational aspects such as the choice of downsampling
factor, of interpolation scheme etc.

In the following, we present a decoupling scheme which
gives rise to a minimization algorithm that consists of two
fractional steps each of which can be solved in globally op-
timal manner. Let us start by raising the question why and
in what sense functional (2) is not convex. Firstly we ob-
serve that the regularity term (4) is indeed convex. Sec-

ondly, we observe that the data term data term (3) is non-
convex. Thirdly – and this is the key observation – the data
term is a point-wise term in the sense that optimal choices
for v at different locations do not depend on one another
(other than via the regularity term). Therefore, if we de-
couple data term and regularity term, we can decompose
the optimization problem (2) into two subproblems each of
which can be optimized globally. In particular, it turns out
that this strategy removes the need for warping.

Following a series of papers on quadratic relaxation [6,
2, 11], we use an auxiliary vector field u : Ω → 2 in order
to decouple data term and regularizer:

E(v, u) =

∫

Ω

λρ(v, x) +
1

2θ
(v−u)2 + ψ(∇u) d2x. (5)

It can be shown [6] that for θ → 0 minimization of func-
tional (2) is equivalent to minimization of (5). At a first
glance, this decoupling seems to complicate things, because
rather than one optimization problem in v we are now faced
with two coupled optimization problems in v and u. Yet,
both of these problems can be optimized globally:

• Functional (5) can be minimized globally with respect
to u because it is convex in u. Therefore optimal so-
lutions for u can be computed by gradient descent or
alternative more efficient algorithms.
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sequence. While the warping scheme (above) clearly looses small scale structures such as the fast moving ball, these are appropriately

preserved with the proposed algorithm (below). As a consequence, we obtain a substantially smaller reconstruction error.

In the following, we will consider a data term which favors
the matching of similar intensities according to

ρ(v, x) = |I1(x) − I2(x + v(x))|. (3)

To preserve discontinuities in the regularized flow field,
we replace the quadratic penalty function of the Horn and
Schunck model (1) with a TV-L1 penalizer, yielding the
smoothness term

ψ(∇v) = |∇v1| + |∇v2|. (4)

The contribution of the present paper is not a new func-
tional for optical flow estimation, but rather a different al-
gorithmic framework for computing minimizers. The major
algorithmic challenge lies in the fact that the above func-
tional is not convex in v. As a consequence, the quality
of minimizers invariably depends on the strategy of mini-
mization (initialization, coarse-to-fine warping) and on im-
plementational aspects such as the choice of downsampling
factor, of interpolation scheme etc.

In the following, we present a decoupling scheme which
gives rise to a minimization algorithm that consists of two
fractional steps each of which can be solved in globally op-
timal manner. Let us start by raising the question why and
in what sense functional (2) is not convex. Firstly we ob-
serve that the regularity term (4) is indeed convex. Sec-

ondly, we observe that the data term data term (3) is non-
convex. Thirdly – and this is the key observation – the data
term is a point-wise term in the sense that optimal choices
for v at different locations do not depend on one another
(other than via the regularity term). Therefore, if we de-
couple data term and regularity term, we can decompose
the optimization problem (2) into two subproblems each of
which can be optimized globally. In particular, it turns out
that this strategy removes the need for warping.

Following a series of papers on quadratic relaxation [6,
2, 11], we use an auxiliary vector field u : Ω → 2 in order
to decouple data term and regularizer:

E(v, u) =

∫

Ω

λρ(v, x) +
1

2θ
(v−u)2 + ψ(∇u) d2x. (5)

It can be shown [6] that for θ → 0 minimization of func-
tional (2) is equivalent to minimization of (5). At a first
glance, this decoupling seems to complicate things, because
rather than one optimization problem in v we are now faced
with two coupled optimization problems in v and u. Yet,
both of these problems can be optimized globally:

• Functional (5) can be minimized globally with respect
to u because it is convex in u. Therefore optimal so-
lutions for u can be computed by gradient descent or
alternative more efficient algorithms.
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sequence. While the warping scheme (above) clearly looses small scale structures such as the fast moving ball, these are appropriately

preserved with the proposed algorithm (below). As a consequence, we obtain a substantially smaller reconstruction error.

In the following, we will consider a data term which favors
the matching of similar intensities according to

ρ(v, x) = |I1(x) − I2(x + v(x))|. (3)

To preserve discontinuities in the regularized flow field,
we replace the quadratic penalty function of the Horn and
Schunck model (1) with a TV-L1 penalizer, yielding the
smoothness term

ψ(∇v) = |∇v1| + |∇v2|. (4)

The contribution of the present paper is not a new func-
tional for optical flow estimation, but rather a different al-
gorithmic framework for computing minimizers. The major
algorithmic challenge lies in the fact that the above func-
tional is not convex in v. As a consequence, the quality
of minimizers invariably depends on the strategy of mini-
mization (initialization, coarse-to-fine warping) and on im-
plementational aspects such as the choice of downsampling
factor, of interpolation scheme etc.

In the following, we present a decoupling scheme which
gives rise to a minimization algorithm that consists of two
fractional steps each of which can be solved in globally op-
timal manner. Let us start by raising the question why and
in what sense functional (2) is not convex. Firstly we ob-
serve that the regularity term (4) is indeed convex. Sec-

ondly, we observe that the data term data term (3) is non-
convex. Thirdly – and this is the key observation – the data
term is a point-wise term in the sense that optimal choices
for v at different locations do not depend on one another
(other than via the regularity term). Therefore, if we de-
couple data term and regularity term, we can decompose
the optimization problem (2) into two subproblems each of
which can be optimized globally. In particular, it turns out
that this strategy removes the need for warping.

Following a series of papers on quadratic relaxation [6,
2, 11], we use an auxiliary vector field u : Ω → 2 in order
to decouple data term and regularizer:

E(v, u) =

∫

Ω

λρ(v, x) +
1

2θ
(v−u)2 + ψ(∇u) d2x. (5)

It can be shown [6] that for θ → 0 minimization of func-
tional (2) is equivalent to minimization of (5). At a first
glance, this decoupling seems to complicate things, because
rather than one optimization problem in v we are now faced
with two coupled optimization problems in v and u. Yet,
both of these problems can be optimized globally:

• Functional (5) can be minimized globally with respect
to u because it is convex in u. Therefore optimal so-
lutions for u can be computed by gradient descent or
alternative more efficient algorithms.

Strategy: 

• Perform complete search in non convex data term. 
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sequence. While the warping scheme (above) clearly looses small scale structures such as the fast moving ball, these are appropriately

preserved with the proposed algorithm (below). As a consequence, we obtain a substantially smaller reconstruction error.

In the following, we will consider a data term which favors
the matching of similar intensities according to

ρ(v, x) = |I1(x) − I2(x + v(x))|. (3)

To preserve discontinuities in the regularized flow field,
we replace the quadratic penalty function of the Horn and
Schunck model (1) with a TV-L1 penalizer, yielding the
smoothness term

ψ(∇v) = |∇v1| + |∇v2|. (4)

The contribution of the present paper is not a new func-
tional for optical flow estimation, but rather a different al-
gorithmic framework for computing minimizers. The major
algorithmic challenge lies in the fact that the above func-
tional is not convex in v. As a consequence, the quality
of minimizers invariably depends on the strategy of mini-
mization (initialization, coarse-to-fine warping) and on im-
plementational aspects such as the choice of downsampling
factor, of interpolation scheme etc.

In the following, we present a decoupling scheme which
gives rise to a minimization algorithm that consists of two
fractional steps each of which can be solved in globally op-
timal manner. Let us start by raising the question why and
in what sense functional (2) is not convex. Firstly we ob-
serve that the regularity term (4) is indeed convex. Sec-

ondly, we observe that the data term data term (3) is non-
convex. Thirdly – and this is the key observation – the data
term is a point-wise term in the sense that optimal choices
for v at different locations do not depend on one another
(other than via the regularity term). Therefore, if we de-
couple data term and regularity term, we can decompose
the optimization problem (2) into two subproblems each of
which can be optimized globally. In particular, it turns out
that this strategy removes the need for warping.

Following a series of papers on quadratic relaxation [6,
2, 11], we use an auxiliary vector field u : Ω → 2 in order
to decouple data term and regularizer:

E(v, u) =

∫

Ω

λρ(v, x) +
1

2θ
(v−u)2 + ψ(∇u) d2x. (5)

It can be shown [6] that for θ → 0 minimization of func-
tional (2) is equivalent to minimization of (5). At a first
glance, this decoupling seems to complicate things, because
rather than one optimization problem in v we are now faced
with two coupled optimization problems in v and u. Yet,
both of these problems can be optimized globally:

• Functional (5) can be minimized globally with respect
to u because it is convex in u. Therefore optimal so-
lutions for u can be computed by gradient descent or
alternative more efficient algorithms.

Strategy: 

• Perform complete search in non convex data term. 
• Alternate regularization and data term via quadratic coupling. 
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Figure 3. Comparison of reconstructed images from flow fields computed with and without warping. The experiments show the flow

fields and reconstructions of frame 10 computed from frame 11 and the estimated flow field for consecutive images from the Beanbags

sequence. While the warping scheme (above) clearly looses small scale structures such as the fast moving ball, these are appropriately

preserved with the proposed algorithm (below). As a consequence, we obtain a substantially smaller reconstruction error.

In the following, we will consider a data term which favors
the matching of similar intensities according to

ρ(v, x) = |I1(x) − I2(x + v(x))|. (3)

To preserve discontinuities in the regularized flow field,
we replace the quadratic penalty function of the Horn and
Schunck model (1) with a TV-L1 penalizer, yielding the
smoothness term

ψ(∇v) = |∇v1| + |∇v2|. (4)

The contribution of the present paper is not a new func-
tional for optical flow estimation, but rather a different al-
gorithmic framework for computing minimizers. The major
algorithmic challenge lies in the fact that the above func-
tional is not convex in v. As a consequence, the quality
of minimizers invariably depends on the strategy of mini-
mization (initialization, coarse-to-fine warping) and on im-
plementational aspects such as the choice of downsampling
factor, of interpolation scheme etc.

In the following, we present a decoupling scheme which
gives rise to a minimization algorithm that consists of two
fractional steps each of which can be solved in globally op-
timal manner. Let us start by raising the question why and
in what sense functional (2) is not convex. Firstly we ob-
serve that the regularity term (4) is indeed convex. Sec-

ondly, we observe that the data term data term (3) is non-
convex. Thirdly – and this is the key observation – the data
term is a point-wise term in the sense that optimal choices
for v at different locations do not depend on one another
(other than via the regularity term). Therefore, if we de-
couple data term and regularity term, we can decompose
the optimization problem (2) into two subproblems each of
which can be optimized globally. In particular, it turns out
that this strategy removes the need for warping.

Following a series of papers on quadratic relaxation [6,
2, 11], we use an auxiliary vector field u : Ω → 2 in order
to decouple data term and regularizer:

E(v, u) =

∫

Ω

λρ(v, x) +
1

2θ
(v−u)2 + ψ(∇u) d2x. (5)

It can be shown [6] that for θ → 0 minimization of func-
tional (2) is equivalent to minimization of (5). At a first
glance, this decoupling seems to complicate things, because
rather than one optimization problem in v we are now faced
with two coupled optimization problems in v and u. Yet,
both of these problems can be optimized globally:

• Functional (5) can be minimized globally with respect
to u because it is convex in u. Therefore optimal so-
lutions for u can be computed by gradient descent or
alternative more efficient algorithms.

Strategy: 

• Perform complete search in non convex data term. 
• Alternate regularization and data term via quadratic coupling. 
• Perform both steps in parallel using the GPU.

Cost Function

Large Displacement Optical Flow
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Figure 1: L0 smoothing accomplished by global small-magnitude gradient removal. Our method suppresses low-amplitude details. Mean-
while it globally retains and sharpens salient edges. Even the high-contrast thin edges on the tower are preserved.

Abstract

We present a new image editing method, particularly effective for
sharpening major edges by increasing the steepness of transition
while eliminating a manageable degree of low-amplitude structures.
The seemingly contradictive effect is achieved in an optimization
framework making use of L0 gradient minimization, which can
globally control how many non-zero gradients are resulted in to
approximate prominent structure in a sparsity-control manner. Un-
like other edge-preserving smoothing approaches, our method does
not depend on local features, but instead globally locates impor-
tant edges. It, as a fundamental tool, finds many applications and
is particularly beneficial to edge extraction, clip-art JPEG artifact
removal, and non-photorealistic effect generation.
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1 Introduction

Photos comprise rich and well-structured visual information. In
human visual perception, edges are effective and expressive stimu-
lation, vital for neural interpretation to make the best sense of the
scene. In manipulating and understanding pictures, high-level in-
ference with regard to salient structures was intensively attended
to. Research following this line embodies generality and useful-
ness in a wide range of applications, including image recognition,
segmentation, object classification, and many other photo editing
and non-photorealistic rendering tasks.
∗Both authors contributed equally to this work.

(a) Abstraction (b) Pencil Sketch Rendering
Figure 2: Our L0 smoothing results avail non-photorealistic effect
generation.

We in this paper present a new editing tool, greatly helpful
for characterizing and enhancing fundamental image constituents,
i.e., salient edges, and in the meantime for diminishing insignif-
icant details. Our method relates in spirit to edge-preserving
smoothing [Tomasi and Manduchi 1998; Durand and Dorsey 2002;
Paris and Durand 2006; Farbman et al. 2008; Subr et al. 2009;
Kass and Solomon 2010] that aims to retain primary color change,
and yet differs from them in essence in focus and in mechanism.
Our objective is to globally maintain and possibly enhance the most
prominent set of edges by increasing steepness of transition while
not affecting the overall acutance. It enables faithful principal-
structure representation.

Algorithmically, we propose a sparse gradient counting scheme in
an optimization framework. The main contribution is a new strategy
to confine the discrete number of intensity changes among neigh-
boring pixels, which links mathematically to the L0 norm for in-
formation sparsity pursuit. This idea also leads to an unconven-
tional global optimization procedure involving a discrete metric,
whose solution enables diversified edge manipulation according to
saliency. The qualitative effect of our method is to thin salient
edges, which makes them easier to be detected and more visually
distinct. Different from color quantization and segmentation, our
enhanced edges are generally in line with the original ones. Even
small-resolution objects and thin edges can be faithfully maintained
if they are structurally conspicuous, as shown in Fig. 1.

The framework is general and finds several applications. We apply
it to compression-artifact degraded clip-art recovery. High quality
results can be obtained in our extensive experiments. Our method
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We in this paper present a new editing tool, greatly helpful
for characterizing and enhancing fundamental image constituents,
i.e., salient edges, and in the meantime for diminishing insignif-
icant details. Our method relates in spirit to edge-preserving
smoothing [Tomasi and Manduchi 1998; Durand and Dorsey 2002;
Paris and Durand 2006; Farbman et al. 2008; Subr et al. 2009;
Kass and Solomon 2010] that aims to retain primary color change,
and yet differs from them in essence in focus and in mechanism.
Our objective is to globally maintain and possibly enhance the most
prominent set of edges by increasing steepness of transition while
not affecting the overall acutance. It enables faithful principal-
structure representation.

Algorithmically, we propose a sparse gradient counting scheme in
an optimization framework. The main contribution is a new strategy
to confine the discrete number of intensity changes among neigh-
boring pixels, which links mathematically to the L0 norm for in-
formation sparsity pursuit. This idea also leads to an unconven-
tional global optimization procedure involving a discrete metric,
whose solution enables diversified edge manipulation according to
saliency. The qualitative effect of our method is to thin salient
edges, which makes them easier to be detected and more visually
distinct. Different from color quantization and segmentation, our
enhanced edges are generally in line with the original ones. Even
small-resolution objects and thin edges can be faithfully maintained
if they are structurally conspicuous, as shown in Fig. 1.

The framework is general and finds several applications. We apply
it to compression-artifact degraded clip-art recovery. High quality
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boring pixels, which links mathematically to the L0 norm for in-
formation sparsity pursuit. This idea also leads to an unconven-
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(a) BLF [Tomasi and Manduchi 1998] (b) BLF [Tomasi and Manduchi 1998] (c) WLS [Farbman et al. 2008] (d) WLS [Farbman et al. 2008]

(e) [Subr et al. 2009] (f) TV [Rudin et al. 1992] (g) Our result (λ = 2E−2) (h) Our result (λ = 2E−1)

Figure 5: 1D signal with spike-edges in different scales. (a)-(b) Results of Bilateral filtering with small- and large-range filters. (c)-(d)
Results of WLS optimization [Farbman et al. 2008] using weak and strong smooth parameters. (e) Result of Subr et al. [2009]. (f) Result of
TV smoothing [Rudin et al. 1992]. (g)-(h) Our results. The most significant one or more spikes can be retained with different λ in Eq. (3).

competence. We express the specific objective function as

min
f ∑

p
( fp−gp)2 s.t. c( f ) = k. (2)

c( f ) = k indicates that k non-zero gradients exist in the result. Eq.
(2) is very powerful to abstract structural information. Fig. 3(e)
shows the result with k = 6 by minimizing Eq. (2) through exhaus-
tive search. The resulted signal flattens details and sharpens main
edges. The overall shape is also in line with the original one be-
cause intensity change must arise along significant edges to reduce
as much as possible the total energy. It is observed that putting
edges elsewhere only raises the cost. This smoothing effect is ob-
viously dissimilar to those of prior edge-preserving methods. A
larger k yields a finer approximation, still characterizing the most
prominent contrast.

As the cost in Eq. (2) stems from the quadratic intensity differ-
ence term ( fp−gp)2, it is not allowed that many pixels drastically
change their color. Low-amplitude structures thus can be primar-
ily removed in a controllable and statistical manner. Diminishing
salient edges is automatically prevented. A noteworthy feature of
this framework is that no matter how k is set, no edge blurriness will
be caused due to the avoidance of local filtering and of averaging
operation.

In practice, k in Eq. (2) may range from tens to thousands, espe-
cially in 2D images with different resolutions. To control it, we
employ a general form to seek a balance between structure flatten-
ing and result similarity with the input, and write it as

min
f ∑

p
( fp−gp)2 +λ · c( f ), (3)

where λ is a weight directly controlling the significance of c( f ),
which is in fact a smoothing parameter. A large λ makes the result
have very few edges. To relate k and 1/λ presented respectively
in Eqs. (2) and (3), we plot in Fig. 4 their correspondence for the
example in Fig. 3. The number of non-zero gradients is monotone
with respect to 1/λ . We describe our 2D solver in Section 3.

Fig. 5 shows an example where three needle-like structures are
small in resolution but significant in amplitude. Our results are
shown in Fig. 5(g)-(h), containing complete one or more spikes
by varying λ , faithfully preserving scales. Other methods also pro-
duce excellent results. They, however, attenuate the spikes in differ-
ent degrees, as shown in (a)-(f). We regard our method as parallel

to these approaches. As shown later, our method can be used along
with bilateral filtering to produce new smoothing effects thanks to
the complementary behaviors.

2.2 2D Formulation

In 2D image representation, we denote by I the input image and by
S the computed result. The gradient ∇Sp = (∂xSp,∂ySp)T for each
pixel p is calculated as color difference between neighboring pixels
along the x and y directions. Our gradient measure is expressed as

C (S) = #
{

p
∣∣ |∂xSp|+ |∂ySp| ̸= 0

}
. (4)

It counts p whose magnitude |∂xSp|+ |∂ySp| is not zero. With this
definition, S is estimated by solving

min
S

{

∑
p

(Sp− Ip)2 +λ ·C (S)

}
. (5)

In practice, for color images, the gradient magnitude |∂Sp| is de-
fined as the sum of gradient magnitudes in rgb. The term ∑(S− I)2

constrains image structure similarity.

Before describing our solver, we use a 2D example, created by
Farbman et al. [2008], to evaluate and compare smoothing per-
formance. The color visualized input in Fig. 6(a) is a piece-wise
constant image contaminated with intensive noise. (b)-(d) show re-
sults of three representative methods. Our method can globally find
dominant high contrast and generate the clean result shown in (e).

3 Solver

Eq. (5) involves a discrete counting metric. It is difficult to solve
because the two terms model respectively the pixel-wise difference
and global discontinuity statistically. Traditional gradient decent or
other discrete optimization methods are not usable.

We adopt a special alternating optimization strategy with half-
quadratic splitting, based on the idea of introducing auxiliary vari-
ables to expand the original terms and update them iteratively.
Wang et al. [2008] used the splitting scheme to solve a different
convex problem. Our algorithm, due to the discrete nature, contains
new subproblems. Both of them find their closed-form solutions. It
is notable that the original L0-norm regularized optimization prob-
lem is known as computationally intractable. Our solver is thus
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Before describing our solver, we use a 2D example, created by
Farbman et al. [2008], to evaluate and compare smoothing per-
formance. The color visualized input in Fig. 6(a) is a piece-wise
constant image contaminated with intensive noise. (b)-(d) show re-
sults of three representative methods. Our method can globally find
dominant high contrast and generate the clean result shown in (e).

3 Solver

Eq. (5) involves a discrete counting metric. It is difficult to solve
because the two terms model respectively the pixel-wise difference
and global discontinuity statistically. Traditional gradient decent or
other discrete optimization methods are not usable.

We adopt a special alternating optimization strategy with half-
quadratic splitting, based on the idea of introducing auxiliary vari-
ables to expand the original terms and update them iteratively.
Wang et al. [2008] used the splitting scheme to solve a different
convex problem. Our algorithm, due to the discrete nature, contains
new subproblems. Both of them find their closed-form solutions. It
is notable that the original L0-norm regularized optimization prob-
lem is known as computationally intractable. Our solver is thus
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Figure 3: Insertion. The power of the method is fully expressed
when inserting objects with complex outlines into a new back-
ground. Because of the drastic differences between the source and
the destination, standard image cloning cannot be used in this case.
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Figure 4: Feature exchange. Seamless cloning allows the user to
replace easily certain features of one object by alternative features.
In the second example of texture swapping multiple broad strokes
(not shown) were used.

The discrete counterpart of this guidance field is:

vpq =
{

f ∗p − f ∗q if | f ∗p − f ∗q | > |gp −gq|,
gp −gq otherwise, (13)

for all ⟨p,q⟩. The effect of this guidance field is demonstrated in
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color transfer monochrome transfer

Figure 5: Monochrome transfer. In some cases, such as tex-
ture transfer, the part of the source color remaining after seamless
cloning might be undesirable. This is fixed by turning the source
image monochrome beforehand.
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(a) color-based cutout and paste (b) seamless cloning

(c) seamless cloning and destination av-
eraged (d) mixed seamless cloning

Figure 6: Inserting objects with holes. (a) The classic method,
color-based selection and alpha masking might be time consuming
and often leaves an undesirable halo; (b-c) seamless cloning, even
averaged with the original image, is not effective; (d) mixed seam-
less cloning based on a loose selection proves effective.

source destination

Figure 7: Inserting transparent objects. Mixed seamless cloning
facilitates the transfer of partly transparent objects, such as the rain-
bow in this example. The non-linear mixing of gradient fields picks
out whichever of source or destination structure is the more salient
at each location.

This mixed seamless cloning is also useful when adding one ob-
ject from a source image very close to another object in the desti-
nation image, see Fig. 8.
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object, associated edgels are removed; to add an object, associated
edgels as well as color values on both sides of each of these edgels
are incorporated. The new image is then obtained by interpolat-
ing smoothly the colors associated to the new set of edgels. This
amounts to solving a Laplace equation (a Poisson equation with a
null right hand side) with Dirichlet boundary conditions given by
colors around edgels. Editing edgels and associated colors is not
always simple. In addition, image details are lost when converting
to and from the contour domain, which might be undesirable. The
sparse edgel-based representation is indeed incomplete, as opposed
to the related representation based on wavelet extrema [Mallat and
Zhong 1992], which are complete but less adapted to manual edit-
ing.

In [Lewis 2001], spots are removed from fur images by separat-
ing out the brightness component from details in a selected region
and replacing the brightness by harmonic interpolation (solving a
Laplace equation) of the brightness at the selection boundary.

In terms of image editing functionalities, two existing techniques
achieve seamless cloning as the basic instance of our system does.
The first one is Adobe c⃝ Photoshop c⃝7’s Healing Brush [Adobe c⃝

2002]. To the best of our knowledge, the technique used by this
tool has not been published. Therefore, we don’t know whether or
not it uses a Poisson solver.

The second technique is the multiresolution image blending pro-
posed in [Burt and Adelson 1983]. The idea is to use a multires-
olution representation, namely a Laplacian pyramid, of the images
of interest. The content of the source image region is mixed, within
each resolution band independently, with its new surrounding in
the destination image. The final composite image is then recov-
ered by adding up the different levels of the new composite Lapla-
cian pyramid thus obtained. The technique results in multiresolu-
tion mixing where finest details are averaged very locally around
the boundary of the selection, while lower frequencies are mixed
over much larger distances around these boundaries. This fast tech-
nique achieves an approximate insertion of the source Laplacian
in the destination region (on the first level of the Laplacian pyra-
mid) whereas we perform this Laplacian insertion exactly via the
solution of a Poisson equation. More importantly, multiresolution
blending incorporates data from distant source and destination pix-
els, via the upper levels of the pyramid, within the final composite
image. This long range mixing, which might be undesirable, does
not occur in our technique. In addition, our system offers extended
functionality besides opaque seamless cloning, see Sections 3 and
4.

Finally, whereas we propose a guided interpolation framework,
with the guidance being specified by the user, e.g., in the form of
a source image in the case of seamless cloning, various interpo-
lation methods have been proposed to fill in image regions auto-
matically using only the knowledge of the boundary conditions.
A first class of such approaches is composed of inpainting tech-
niques [Ballester et al. 2001; Bertalmio et al. 2000] where PDE-
based interpolation methods are devised such as to continue the
isophotes hitting the boundary of the selected region. The PDEs
to be solved are more complex than the Poisson equation, and work
only for bridging fairly narrow gaps in relatively texture-free re-
gions. Example-based interpolation methods [Barret and Cheney
2002; Bornard et al. 2002; Efros and Leung 1999] where the new
image region is synthesized using an arrangement of many small
patches are an interesting alternative to inpainting. These methods
handle large holes and textured boundaries in a more convincing
way. Moreover, they can also be used to import textures as shown
in [Efros and Freeman 2001; Hertzmann et al. 2001].
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Figure 1: Guided interpolation notations. Unknown function f
interpolates in domain Ω the destination function f ∗, under guid-
ance of vector field v, which might be or not the gradient field of a
source function g.

2 Poisson solution to guided interpolation

Guided Interpolation In this section, we detail image interpola-
tion using a guidance vector field. As it is enough to solve the inter-
polation problem for each color component separately, we consider
only scalar image functions. Figure 1 illustrates the notations: let
S, a closed subset of R2, be the image definition domain, and let
Ω be a closed subset of S with boundary ∂Ω. Let f ∗ be a known
scalar function defined over S minus the interior of Ω and let f be
an unknown scalar function defined over the interior of Ω. Finally,
let v be a vector field defined over Ω.

The simplest interpolant f of f ∗ over Ω is the membrane inter-
polant defined as the solution of the minimization problem:

min
f

∫∫

Ω
|∇ f |2 with f |∂Ω = f ∗|∂Ω, (1)

where ∇. = [ ∂ .
∂x , ∂ .

∂y ] is the gradient operator. The minimizer must
satisfy the associated Euler-Lagrange equation

∆ f = 0 over Ω with f |∂Ω = f ∗|∂Ω, (2)

where ∆. = ∂ 2.
∂x2 + ∂ 2.

∂y2 is the Laplacian operator. Equation 2 is a
Laplace equation with Dirichlet boundary conditions. For image
editing applications, this simple method produces an unsatisfactory,
blurred interpolant, and this can be overcome in a variety of ways.
One is to use a more complex differential equation as in the “in-
painting” technique of [Bertalmio et al. 2000]. The route proposed
here is to modify the problem by introducing further constraints in
the form of a guidance field as explained below.

A guidance field is a vector field v used in an extended version
of the minimization problem (1) above:

min
f

∫∫

Ω
|∇ f −v|2 with f |∂Ω = f ∗|∂Ω, (3)

whose solution is the unique solution of the following Poisson equa-
tion with Dirichlet boundary conditions:

∆ f = divv over Ω, with f |∂Ω = f ∗|∂Ω, (4)

where divv = ∂u
∂x + ∂v

∂y is the divergence of v = (u,v). This is the
fundamental machinery of Poisson editing of color images: three
Poisson equations of the form (4) are solved independently in the
three color channels of the chosen color space. All the results re-
ported in this paper were obtained in the RGB color space, but sim-
ilar results were obtained in CIE-Lab for instance.

When the guidance field v is conservative, i.e., it is the gradient
of some function g, a helpful alternative way of understanding what
Poisson interpolation does is to define the correction function f̃ on
Ω such that f = g+ f̃ . The Poisson equation (4) then becomes the
following Laplace equation with boundary conditions:

∆ f̃ = 0 over Ω, f̃ |∂Ω = ( f ∗−g)|∂Ω. (5)
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