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Objectives of the seminar

What is happening here?

• We briefly present 15 seminar topics.

• You register. We send out an email and ask you for your
favourite topics.

• We’ll send out an email who is presenting what and when.
• You study the provided literature and ask your supervisor

for help if you get stuck.
• One week prior to your talk, you send your slides to your

supervisor and meet for discussion.
• Starting from Oct. 29th the seminar will be every

Wednesday at 2pm c.t. with two talks per meeting.
• Talks are 35min with 10min discussion afterwards.
• The last seminar is the week before Christmas.
• You have to write a 5-7 page report about your topic which

is due on Jan. 7th, 2015.
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What you will learn in this seminar

Goals

• Get an impression of recent advances in variational image
processing in various applications.

• Learn how to study a recent research paper and get a
deep understanding of one particular topic.

• Write a scientific report.
• Practice giving scientific talks.
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Requirements, or “is this something for me?”

Necessary

• Good background and interest in mathematics.
• Working knowledge about basic linear algebra and

multivariable calculus in finite dimensions.

Recommended

• Computer Vision fundamentals from any basic course.
• Having heard about variational methods.
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Important Dates

• First meeting: Today (02.07.2014)
• Registration: starting from 04.07.
• We assign the topics and talks and will write you an email.
• Weekly presentations starting on Wednesday Oct. 29th,

14:15-16:00.
• Read and discuss your assigned topic with your

supervisor early.
• Deliver and discuss your slides one week before your

presentation.
• Hand in your report until Jan. 7th, 2015.
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Preparation

Please do not work on your topic completely alone!
• Meet your supervisor at least twice.
• We recommend: Discuss your topic with your supervisor

one month before your talk.
• We require: Deliver and discuss your slides one week

before your presentation.



Semiar: Selected
Topics in Variational
Image Processing

Michael Möller,
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Report

• The report should contain an overview and the main
contributions of your assignment.

• Length: 5-7 pages.
• Language: English or German.
• Write your report with Latex – a template will be available

on the course web page.
• Send a PDF via email to your supervisor.
• Hand in your report until Jan. 7th, 2015.
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Presentation

• 35min talk with 10min discussion afterwards.
• Don’t put too much information on one slide – 1-2 minutes

per slide, i.e. not more than 35 slides!
• Language: English.
• You are free to choose the presentation software but need

to export to PDF for discussion with your supervisor.
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Evaluation Criteria

You will be evaluated based on the following criteria:
• Gained expertise in the topic.
• Quality of your talk.
• Quality of your report.
• Active participation in the seminar is expected (questions

+ comments after the talks).

• Attendance of each seminar is mandatory!
In case of absence: medical certificate.
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Lectures on related topics

Variational Methods for Computer Vision

• Structured introduction to variational methods.
• Learn variational modelling for several applications.

Recent advances in computer vision: Numerical Methods for
Variational Image Analysis

• After the modeling one typically ends up with
û = arg minu E(u)

• This lecture is about the theory and implementation of
numerical optimization methods for actually solving the
above problem.
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Topics

Overview of available topics
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An Introduction to Total Variation for Image Analysis
• Introduction to image processing and inverse problems.

• Recover unknown image u from observed image f with
noise η.

f = Au + η

• Highly ill-posed problem→ regularization!
• Formulation as an energy minimization problem:

argmin
u

‖Au − f‖2
︸ ︷︷ ︸

Dataterm

+ J(u)︸︷︷︸
Regularizer

• Total Variation (TV) is one of the most versatile
regularizers with many interesting properties.
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Thomas Möllenhoff,
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A Convex Formulation of Continuous Multi-Label Problems
• Many optimization problems in computer vision are

nonconvex and even NP-hard.
• Direct / naive minimization usually leads to poor local

optima.

• Replace initial nonconvex problem by a equivalent higher
dimensional convex problem:

argmin
u:Ω→Γ

E(u) ⇒ argmin
u:Ω×Γ→[0,1]

Ê(u)

• Possible application: Stereo matching.
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An Approach to Vectorial Total Variation based on Geometric
Measure Theory

• Most real world images have multiple channels.

• How to properly generalize TV from scalar (grayscale)
images to vectorial (color) images?

• This paper considers a generalization which emerges
naturally from geometric measure theory.

• Here color channels share a common edge direction.

Noisy Input Naive Proposed
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Thomas Möllenhoff,
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Thomas Möllenhoff,
Mohamed Souiai,
Daniel Cremers

About this seminar

Topics

updated 13.06.20140.14/29

An Approach to Vectorial Total Variation based on Geometric
Measure Theory

• Most real world images have multiple channels.
• How to properly generalize TV from scalar (grayscale)

images to vectorial (color) images?
• This paper considers a generalization which emerges

naturally from geometric measure theory.

• Here color channels share a common edge direction.

Noisy Input Naive Proposed



Semiar: Selected
Topics in Variational
Image Processing

Michael Möller,
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Spectral Total Variation Decomposition

∂tu(t) =− p(t) s.t. p(t) ∈ ∂
∥∥∥∥
√
(∂xu(t))2 + (∂y u(t))2

∥∥∥∥
1

Generalizing what the Fourier transform is for frequencies.
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Bregman Iterations

minu ‖Au − f‖2 + J(u)

Correcting the loss of contrast of variational approaches.

0 50 100 150
−4

−2

0

2

4

6

8

10

12

14
TV denoising result

 

 

Noisy Signal
TV denoised Signal

0 50 100 150
−4

−2

0

2

4

6

8

10

12

14
Bregman TV denoising result

 

 

Noisy Signal
Bregman TV denoised signal



Semiar: Selected
Topics in Variational
Image Processing

Michael Möller,
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Bregman Iterations

minu ‖Au − f‖2 + J(u) − 〈pk ,u〉 s.t. pk ∈ ∂J(uk )

Correcting the loss of contrast of variational approaches.
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Exemplar-Based Image Inpainting

• The challenge is to remove large objects from digital
images and fill in the hole in visually plausible way.

• Idea: Instead to propagating neighbouring pixel
information use a non-local variational scheme and fill in
using similar image patches.

Object Removal by Exemplar-Based Inpainting

A. Criminisi, P. Pérez K. Toyama
Microsoft Research Ltd., Cambridge, UK Microsoft Corporation, Redmond, WA, USA

antcrim@microsoft.com, pperez@microsoft.com kentoy@microsoft.com

Abstract
A new algorithm is proposed for removing large objects
from digital images. The challenge is to fill in the hole that
is left behind in a visually plausible way.
In the past, this problem has been addressed by two

classes of algorithms: (i) “texture synthesis” algorithms
for generating large image regions from sample textures,
and (ii) “inpainting” techniques for filling in small image
gaps. The former work well for “textures” – repeating two-
dimensional patterns with some stochasticity; the latter fo-
cus on linear “structures” which can be thought of as one-
dimensional patterns, such as lines and object contours.
This paper presents a novel and efficient algorithm that

combines the advantages of these two approaches. We
first note that exemplar-based texture synthesis contains
the essential process required to replicate both texture and
structure; the success of structure propagation, however, is
highly dependent on the order in which the filling proceeds.
We propose a best-first algorithm in which the confidence
in the synthesized pixel values is propagated in a manner
similar to the propagation of information in inpainting. The
actual colour values are computed using exemplar-based
synthesis. Computational efficiency is achieved by a block-
based sampling process.
A number of examples on real and synthetic images

demonstrate the effectiveness of our algorithm in remov-
ing large occluding objects as well as thin scratches. Ro-
bustness with respect to the shape of the manually selected
target region is also demonstrated. Our results compare fa-
vorably to those obtained by existing techniques.

1. Introduction
This paper presents a novel algorithm for removing objects
from digital photographs and replacing them with visually
plausible backgrounds. Figure 1 shows an example of this
task, where the foreground person (manually selected as the
target region) is replaced by textures sampled from the re-
mainder of the image. The algorithm effectively halluci-
nates new colour values for the target region in a way that
looks “reasonable” to the human eye.
In previous work, several researchers have considered

texture synthesis as a way to fill large image regions with

a b

Figure 1: Removing large objects from images. (a) Original image. (b)
The region corresponding to the foreground person (covering about 19%
of the image) has been manually selected and then automatically removed.
Notice that the horizontal structures of the fountain have been synthesized
in the occluded area together with the water, grass and rock textures.

“pure” textures – repetitive two-dimensional textural pat-
terns with moderate stochasticity. This is based on a large
body of texture-synthesis research, which seeks to replicate
texture ad infinitum, given a small source sample of pure
texture [1, 8, 9, 10, 11, 12, 14, 15, 16, 19, 22]. Of particular
interest are exemplar-based techniques which cheaply and
effectively generate new texture by sampling and copying
colour values from the source [1, 9, 10, 11, 15].
As effective as these techniques are in replicating consis-

tent texture, they have difficulty filling holes in photographs
of real-world scenes, which often consist of linear struc-
tures and composite textures – multiple textures interacting
spatially [23]. The main problem is that boundaries be-
tween image regions are a complex product of mutual in-
fluences between different textures. In constrast to the two-
dimensional nature of pure textures, these boundaries form
what might be considered more one-dimensional, or linear,
image structures.
A number of algorithms specifically address this issue

for the task of image restoration, where speckles, scratches,
and overlaid text are removed [2, 3, 4, 7, 20]. These image
inpainting techniques fill holes in images by propagating
linear structures (called isophotes in the inpainting litera-
ture) into the target region via diffusion. They are inspired
by the partial differential equations of physical heat flow,

1
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Thomas Möllenhoff,
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Linear Diffusion based Image Compression with iPiano

• Image compression reduces in some sense the
“redundant” data in an image.

• Image inpainting can be used to restore “missing” data.
• Idea: remove pixels which are seen as redundant by the

image inpainting algorithm.

Input Compressed Restored

• Formulation as an energy minimization problem.
• Emphasis on the employed optimization method (iPiano).



Semiar: Selected
Topics in Variational
Image Processing

Michael Möller,
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Image Demosaicking

• Cameras only record one color per pixel.
• Sensors have a certain pattern of colors.
• Interpolating missing colors: Demosaicking
• minu ‖PIu − f‖2 + J(u)
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Dithering by Differences of Convex Functions
• Dithering aims to create the illusion of a continuous image

given only a limited set of colors.
• Applications in printing and non-photorealistic / artistic

rendering.

Input (8 bit) Dithered (1 bit)

• Physically motivated model based on electrostatic
principles.

• Energy minimization problem, emphasis on employed
optimization method (“DC Programming”).
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Thomas Möllenhoff,
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Variational Optical Flow

• Given two consecutive images, one looks for a motion field
which maps corresponding pixels to one another.

• The overall problem can be formulated in a variational
framework via an optimization problem:

min
v

∫

Ω

|I0(x)− I1(x + v(x))|2 + J(v)

(a) Frame 5 (b) Frame 6 (c) Flow field, 9.3 fps

(d) Frame 1130 (e) Frame 1131 (f) Flow field, 29.1 fps

(g) Frame 8 (h) Frame 9 (i) Flow field, 27.2 fps

Fig. 2. Sample images and obtained flow fields for the Ettlinger Tor (512⇥512 pixels),
the Rheinhafen (320⇥240 pixels) and the Yosemite (320⇥256 pixels) sequences.

5 Conclusion

We presented a novel approach for e�cient optical flow estimation using a TV-
L1 energy functional. We developed a novel fast numerical scheme which can
be e�ciently implemented on modern graphics processing units. With this we
can show real-time performance using online video streams. The correctness and
quality of our implementation is demonstrated on several datasets.

Future work includes the extension of our approach to handle color images
as well. Additionally, other image similarity measures, e.g. based on intensity
gradients, need to be further explored. The edge preserving nature of total vari-
ation can be enhanced, if a suitable weighted TV-norm/active contour model is
applied [6]. Future work will address the incorporation of these feature for stereo
and optical flow estimation.

Finally, switching from an OpenGL-based implementation to the newer CUDA
GPU programming framework is expected to increase the observed performance
substantially.
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Variational Super Resolution
• Given a set of low resolution images, construct a high

resolution image.
• Exploit redundancy of the input frames and solve an

optimization problem of the form:

min
u

∑

i

‖DBWiu − fi‖2
2 + J(u)

Variational Super-Resolution 9

Frame 90 Flow 90 99 Frame 99 Flow 99! 106 Frame 106

Super-resolution with ⇠ = 2.67 Bicubic

Schoenemann [10]

Proposed method

Fig. 4. Demonstration of superresolution on real data with heavy occlusions. The flow
images in the first row use Middlebury color coding.

16 input images Super-resolution ⇠ = 3 Bicubic

... ...

Mitzel et al. [7]

Proposed method

Fig. 5. Comparison to the closely related work of Mitzel et al. [7] using super-resolution
to recover a license plate. (Contrast adapted for crops)

di�cult scenes. The proposed approach can handle large occlusions as well as
arbitrary scale factors. An extensive evaluation of the influence of noise was
carried out. It showed that in theory a higher dynamic range can significantly
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Hyperspectral Unmixing
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Hyperspectral Unmixing
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Pan-Sharpening

Image fusion with local and nonlocal priors:

min
u

1
2

∥∥∥∥∥
∑

i

αiui − f

∥∥∥∥∥

2

+
µ

2

∑

i

‖(↓ k) ∗ ui − gi‖2 + J(u)

High res. gray scale f + low res. color g = high res. color u
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Thomas Möllenhoff,
Mohamed Souiai,
Daniel Cremers

About this seminar

Topics

updated 13.06.20140.26/29

Globally Optimal Two Phase Segmentation

• We wish to dissect an input image in two spatially
consistent segments.

• Encode the segmentation as a binary valued function
u(x) ∈ {0,1} and solve the following optimization problem:

min
u

J(u) +
∫

Ω

u(x)ρ(x) dx

Figure 4: The proposed TVSeg algorithm on the left hand side, the GrabCut algorithm in the middle and the SIOX algorithm on the right hand
side, applied to different images. Red areas are foreground seeds, blue areas indicate background seeds, and light green areas show modified
edges. Note that TVSeg needs the least user input.
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Multilabel Segmentation

• We wish to find multiple consistent regions of an input
image based on user input, color or texture.

• Formulate this combinatorial problem as a variational
problem in the following way:

min
u

n∑

i

∫

Ω

ui(x)ρi(x) dx + J(u)

(a) Input image (b) Segmentation

Figure 13: Piecewise constant Mumford-Shah segmentation of a natural image
with k = 16. (a) shows the 580 ⇥ 435 input image and (b) is the minimizer of
energy (82).

Let us now turn to the discrete setting. The primal-dual formulation of the
partitioning problem (82) is obtained as

min
u=(ul)k

l=1

max
p=(p)k

l=1

 
kX

l=1

hrul, pli + hul, fli
!

+ �U (u) � �P (p) , (85)

where f = (fl)
k
l=1 2 Xk is the discretized weighting function, u = (ul)

k
l=1 2 Xk

is the primal variable, representing the assignment of each pixel to the labels
and p = (pl)

k
l=1 2 Y k is the dual variable, which will be constrained to stay in

a set P which we will soon make precise.
In the above formula, we can identify G(u) = �U (u), which forces the solution

to stay in the unit simplex. The convex set U is defined as

U =

(
u 2 Xk : (ul)i,j  0,

kX

l=1

(ul)i,j = 1

)
.

Furthermore we can identify F ⇤(p) = �P (p), where the convex sets P = P1 or
P2 either realizes the standard relaxation J1(u) or the stronger relaxation J2(u)
of the total interface surface. In particular, the set P1 arises from an application
of the dual formulation of the total variation to each vector ul,

P1 =

⇢
p 2 Y k : kplk1  1

2

�
.

On the other hand, the set P2 is directly obtained from the definition of relax-
ation (84),

P2 =
�
p 2 Y k : kpl � pmk1  1, 1  l < m  k

 
,

which is essentially an intersection of unit balls.

41
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Singular Vectors of Variational Regularizations

Disclaimer: This is a very theoretical topic!

Well known: singular value decomposition of matrices.

K T Ku = αu

define λ = 1/α, J(u) = 1
2‖u‖2. Generalization

λK T Ku ∈ ∂J(u)

What happens for other J, e.g. J(u) = TV (u)?
• Is there an orthonormal basis of singular vectors?
• What properties do singular vectors have?
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End

Any questions?
These slides will be available online at
https://vision.in.tum.de/teaching/ws2014/vms2014
Password: imageprocessing
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