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Higher-Order Reduction Methods (4 Points)

Exercise 1 (4 Points). Consider the following pseudo-Boolean function f : B> — R

f(ﬂj‘l, ce ,235) = 5$1$2 - 7$1$2I35L’4 + 2$1I2$3I5. (1)

a) Reduction by Substitution. Reduce the energy (1) to an equivalent quadratic

pseudo-Boolean function by substituting products of two variables by a new
variable and introducing constraints.

b) Reduction by Minimum Selection. Apply Ishikawa’s extended minimum

selection reduction method to energy (1).

Solution.

a) We first substitute x¢ = 7129 and see that M = 1+ 5+ 7+ 2 = 15. Using

D(z,y,z) = xy — 2xz — 2yz + 3z and adding the constraint M - D(xq,x2, 76)
yields
202109 — Tx3T426 + 2032506 — 302126 — 302276 + 4526.

Applying the reduction again with z7; = z32¢ which means adding M-D(z3, xg, 7)
yields

45ZL’6+45ZE7+20$11}2 —301’1(136 —301’2.%'6 + 15I3[E6 —30.7)31’7 — 7$4ZL’7+2JI5ZE7—30$61’7.

We have
zyzt = min w(—2s1 + 3) + 2,

weB
where sy = +y+2+t, so =2y +yz+ 2z +te +ty +tz.
Applying this yields

201 LoT3Ts = rné% 2(xe(—2(x1+xotr3+T5)+3)+21 T2+ Tox3+ 2301 + 2501 +T5T2+T523).
z6

Furthermore for a < 0:

aryzt = mi]% aw(z+y+z+t—23),
we

1



hence

—TT1X9T3T4 = mi% — Tx7(xy + 29 + 3 + 14 — 3).
7€

The final energy is given as:

— Tx1x7 — Txox7 — (307 — (X477 — 2107 — 4126 — 4226 — 4T324

— 4dxsxg — 626 + 20122 + 2T9x3 + 22123 + 22125 + 2X905 + 22325 + Dx1X9.

Multi-Linear Polynomial Representation (4 Points)

Exercise 2 (4 Points). Let £ : B — R,n € N, be a pseudo-boolean function.
Clearly it can be written as the multi-linear polynomial

E(zy,...,x,) = Z AoXq, (3)

where x, = Iljcor; and a, € R are the coefficients, defining E. Now let Ez €
R,5 C {1,...,n}, be defined by Eg = E(x; = 1,i € f,z; =0, € {1,...,n}\ ).
For example let n = 3, then E 5y = E(1,1,0) and Egy = E(0,1,0).

a) Show that the coefficients a, are uniquely determined by the following recursive

formula:
o = E, — Z ag. (4)

BCa

b) Use the recursive formula (4) to derive the coefficients a, of the multi-linear
polynomial of F, where E is given by:

T ) T3 E(IEl,iCQ,a?g)
0101]0 2
001 -13
0110 4
011 )
11010 -7
11071 3
11110 9
117111 8

Solution. a) We show the claim by induction over the size N = |a| of . For N =0
the claim is clearly true, since

E{} = E(O, cee ,0) = ag.
Also for N =1 the claim is true: Let a = {i}, then

= agy = Egy — agy.



Now let Equation (4) hold some N < n and let « C {1,...,n}, with |a|] = N+ 1.

Then
E, :Zag :aa+2aﬂ
BCa BCa
=a,=F,— Z ag.
BCa

b)

E(xy,x9,23) =2 — 921 + 229 — 1523 + 142129 + 252123 + 1629005 — 27212973,



Programming (10 Points)

The goal of this exercise is to perform semantic multilabel segmentation of an image
I : Q — R? using a contrast sensitive Potts regularizer. For the chosen dataset, the
labels £ = {1,...,21} denote various classes such as background, horse, ... The
goal is to find a segmentation x € £ by minimizing the following energy:

E(@) =Y filz)+>_ > filw,z)), (5)
=1 )

i=1 jEN (i

The unary potentials f; : L" — R for some example images are provided as .hdf5
files in the supplementary material @8_supp.zip and were computed using a state-
of-the-art Convolutional Neural Network!. The output of the network is a score for
every class s; € R?! at each pixel ¢ € €. It is stored in a pixel-first fashion, i.e. to ac-
cess the cost of the [-th label at pixel (x,y) use the linear index datal[x+y*xW+1xWxH].
Compute the unary potentials as

fi(z;) = —s;, Vi€ Q.
For the pairwise potentials, use the contrast sensitive Potts-model:

0, if v; = x;,
fij(wi, x5) = { ’

g(i,7), otherwise,

where ¢(i, j) = Xexp(—|I; — I;]) for some parameters A > 0, v > 0. Here I; € R?
denotes the color of pixel i € Q in the image I : Q — R3.

Implement the model in OpenGM using segmentation.cpp provided in the sup-
plementary material as a starting point. For inference, use the a-Expansion method.

Input Unaries only Potts

'Fully Convolutional Networks for Semantic Segmentation. www.cs.berkeley.edu/~jonlong/
long_shelhamer_fcn.pdf



