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1 Parameter Learning (15 Points)

Exercise 1 (2 Points). Let D = {(x1,v1), (%2, 42), ..., (zn,yn)} be a set of given
observations. By assuming that w is a random vector with prior distribution p(w),
show that the following posterior distribution can be written as:

p(y"lz", w)
p(w|D) = H o)

n=1

Exercise 2 (2 Points). Calculate the expected loss Ey qy2) [Au(y, f(x))] of the
Hamming loss:

Aulyy) = ’V|Zyz#yl

eV

where d(y|z) denotes the true data distribution.

Exercise 3 (6 Points). Consider the negative regularized conditional log-likelihood
(cf. Lecture 22):

Llw) = AMuwl® + Y (w, ", y") + Y log Z(a",w). (1)

n=1

It has been shown in the lecture that the gradient of (1) w.r.t. w is given as

VuL(w) =2 w+ Y [p(x",y") = Eyopam (2", 9)]]

Show that the Hessian of (1) is given as

N
Hw‘C(w) =2\ + Z Eywp(y|w")[90<xn7 y)gp(m"7 y)T]_

n=1

Eypylam) [p(a™, y)]EyNP(yIZ") [o(z", y)]T7

and argue that it is positive definite for A > 0.



Exercise 4 (2 Points). Let £ ~ U(—1,1) be a continuous random variable which
follows a uniform distribution on the interval [—1,1]. Calculate the cumulative
distribution function of the variable v ~ £2.

Exercise 5 (3 Points). Compute the subdifferential at a point = € R”
Of(x) ={w e R" | f(z) + (w,y —z) < f(y),Vy € R"},

of the following convex functions f : R" — R:

a) f(z) = (c,z), where ¢ € R" is a constant

b) f(z) = llzlly = V2 imy o7

c) flz) = llzlly = > [l



