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Exercise 1: Adaboost
See code
Exercise 2: Kernels

Remember that for a function to be a valid kernel, it must correspond to a scalar product
in some (perhaps infinite dimensional) feature space. First let us write down the kernel
constructing rules that we will use: Let K; and K5 be kernels on X C R™ and K3 be
kernel on f: X — R™.

Rules
1. K(z,y) = Ki(x,y) + Ky(z,y)
2. K(z,y) = cKy(z,y) ,c¢>0
3. K(z,y) = Ki(z,y)Ka(z,y)
4. K(z,y) = K3(f(), f(y))
5. K(x,y) = 2By , for B square, symmetric and positive semi-definite
6. K(x,y)=c¢ ,c¢>0
Proofs
1.

Ki(z,y) + Ko(z,y) = ¢1(2) " ¢1(y) + palz)  d2(y)
= (o1(2) ¢2(2) (D1(y) ¢2(y))
= ¢(z)"¢(y)

with ¢(z) = (¢1(x)  ¢a2(x))”.



cKy(x,y) = cor(x)" é1(y)
= Vevegi(z) di(y)
= (Veoi ()" (Vepn(y))
= o(2) 6 (y)

with ¢(x) = (\/\%%(33)17 cee \/\%ﬁbl (@)n,)"

and ¢1(z) € R™ , ¢5(z) € R™, ¢(x) € R,

Ki(z,9) Kz (2, y) = ¢1(2) ¢1(y) p2(2)" pa(y)

= (Z 1 ()i (y)ﬂ(Z o ()02 (y
= Z Z o1(z ();62(v),
= Z Z o1(z (9)i2(v);
= Z ¢k
= cblzx)ch(y)

JORACT

. _ §Z§1(l’)1§‘b2(5€)n2 n1-n2
with ¢(z) = 61(2)200(7)1 € Rmm2,

61 () 62

. Since K3 is a valid kernel in R™ there is a feature space ¢ for which it holds

Es(f(2), f(y) = v (f (@) (f ()
Therefore it is also a valid kernel in R"” with with ¢(z) = ¥(f(x)).

. Since B is symmetric and positive definite we can use its Cholesky decomposition:
2" By =o' LL"y = (L"2)" (L"y) = ¢(2)" 6(y)
with ¢(z) = LTz.

. ¢ is a kernel (Rule 5 with B = I and Rule 4 with ¢(z) = ¢(y) = (\/—*/%, e
o(x) € R™.



Gaussian Kernel First let us prove that the exponential of a kernel is also a kernel.
Using the Taylor expansion of the exponential, we have:

exp(Ky(x,y)) =1+ Z %Kl(g;jy)n

n=1

Using the rules we defined, we see that

o Ki(z,y)" is a kernel (iteratively Rule 3)

(L) K1(z,y)" is a kernel (Rule 2)

S () Ki(z,y)™ is a kernel (iteratively Rule 1)
e 1 is a kernel (Rule 6)
e the whole expression is a kernel because of Rule 1.

Now we can rewrite the Gaussian kernel as follows:

|z —y|” (z—y)(x—y) etz — 22Ty +yy
exp(——5 ) = exp( 52 ) = exp(— 52 )
ol yTy 2Ty
= eXP(—F) eXP(—ﬁ) eXP(7)
The expression % is a kernel because of Rule 5 (B = I) and Rule 2 (¢ = 523) and as
we showed its exponential is also a kernel.
z” T < _sz
The remaining expression is a kernel because of Rule 4 with ¢(z) = (eXp(\;%”Q ) ol il 20> >)

T T
exp(—4-4) exp(—¥4—4)
and (y) = (2t PCED)

Polynomial Kernel The polynomial kernel is defined as
K(z,9) = 2"y +¢)* ,¢>0deN
Using the rules we defined we see that:
e 27y is a kernel (Rule 5 with B = I)
e cis a kernel (Rule 6)

x'y + ¢ is a kernel (Rule 1)

(xTy + ¢)? is a kernel (Rule 3)



