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Branch-and-Mincut
Framework Overview

• An energy based on both, the graph partition and thenon-local parameters is defined. 

• A large discrete set of non-local parameters as the spacerepresenting the prior knowledge is defined.

• The Branch and Bound algorithm guaranties to find theenergy‘s global minima.

• The st-mincut algorithm is used within Branch-and-Bound search to efficiently compute lower bounds overthe tree branches.
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Branch-and-Mincut
Application to the UIUC car dataset

Input image Local cues encodedon a graph. Shape prior. Parameterizedby (x, y, shape) Global optimum
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Branch-and-Mincut
Optimization Framework
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General Energy Function

Constant Data term Pairwise potential defining the cost ofassigning different labels to adjacentpixels.where,
:  Shape prior case: product space of various poses and deformations

Color prior case: set of parametric color distributions
:  Is a segmentation, a labeling assignment to the pixels in ठ

:  Defines a vecinity of the pixel   .݌
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Branch-and-Mincut
Branch and Bound Minimization

The domain is hierarchically clustered in a tree of subregions:  ఆ ଴ ଵ ே

Leafs corresponds to the singleton subsets: ௟௘௔௙ ௧
A best-first branch and bound search is performed on ఆ by mantaining an activefront that moves towards the leafs decreasing the lowest lower bound at each step.

Intermediate nodes correspond to subregions of the domain:  ௖௛௜௟ௗ(௞) ௞
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Branch-and-Mincut
Branch and Bound Minimization

For applying this framework we need to:

• Define an energy function on .( , , )
• A lower bound function for the energy.
• Build the Branch and Bound tree on .
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Branch-and-Mincut
Lower Bound
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Let be the lower bound of in the domain ठ . We can derive it asfollows:

Which have three esential properties that makes it suitable for the Branch-and-Mincut framework:   
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Branch-and-Mincut
Lower Bound Function Properties

• Monotonicity: for nested domains of non-local parameters ଶ ଵ it holds that:
ଶ ଵ

• Computability: The bound equals the minimum of a quadratic submodular booleanfunction which can be realized on a network graph such that each configuration ofthe binary variables is in one-to-one correspondence with an st-cut of the graphhaving weight equal to the value of the function. can then be calculated inpolynomial time on
• Tightness: for each singleton , it holds that:

௫∈ଶठ

In which case the the minimal st-mincut yields the optimal segmentation for .
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Branch-and-Mincut
Branch and Bound

Due to the monotonicity:  ௖௛௜௟ௗ(௞) ௞And the lowest lower bound of the active front constitutes a lower bound on the global optimumover the entire domain.

The first leaf ᇱ reached has the lowest boundin the front and hence of the whole domain. Due to the tightness property,  ᇱ ᇱ ᇱ
which is consequently a global minimum of theenergy function.
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Branch-and-Mincut
Segmentation with shape priors

The prior is defined as the set of exemplar binary segmentations
ఠ ठ

Were is the discrete set of exemplar segmentations.
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The following functional is introduced:

Joint prior over the segmentation and thenon-local parameter Contrast sensitive edge term
denotes the ߩ hamming distanceBetween segmentations.
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Branch-and-Mincut
Construction of the Shape Prior

The domain is factorized into the cartesian product of two sets:
௦௛௔௣௘

Where indexes the set of all segmentations centered at the origin corresponding to variations in scale, orientation and non-rigid deformations.
And corresponds to shift transformations and ensures the translation invariance of the prior.

஀ ଴ ଵ ே∆ ଴ ଵ ே

The branch and bound prior tree ఆ ଴ ଵ ே is generated bycombining the two factor trees:

for which the concept of loseness is introduced.  
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Branch-and-Mincut
Loseness

The loseness of a nodeset ௧ is defined as the number of pixels that change their mask value underdifferent shapes in ௧.
௧ ଵ ଵ ௣ఋభ×ఏభ ଶ ଶ ௣ఋమ×ఏమ

Given the two possible node splits along each of the dimensions:

Split along the shape dimension:
௖௛ଵ(௣ ௧ ) ௤ ௧ ௖௛ଶ(௣ ௧ ) ௤ ௧

Split along the shape dimension:
௣ ௧ ௖௛ଵ(௤ ௧ ) ௣ ௧ ௖௛ଶ(௣ ௧ )

The one that minimizes the sum of loseness is prefered. 
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Branch-and-Mincut
Construction of the shape prior

Hierarchical clustering of similar segmentations

• Each Node correspond to a set of shapes.
• The set of leafs corresponds to the set of binarymasks defining the shape prior.
• The image shows the potentials ఆ ఆ of a node.
• The gray pixels corresponds to the amount ofloseness of the mask.
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Branch-and-Mincut
Experimental results
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Questions?

18


