Variational Methods for Computer Vision: Solution Sheet 6

Exercise: November 28, 2016

Part I: Theory

1. Reminder: a linear map from X to Y is a function L : X — Y with the following properties

(@) L(u+v) = Lu+ Lv, Yu,v € X;
(b) L(au) = a(Lu), Yue X,a € R.

As the é; form a basis, we can write Ley uniquely as

Lep, = Ml,kél + ...+ MmJgém,

forall K € {1,---,n}. These scalars M; ; then completely determine the linear map L. The
matrix
Myy - DMy | |
M= - ¢ [=1[Le) - [Llen)e ] € R™"
Mm,l to Mm,n ‘ ’
is then the so called matrix representation of L with respect to the bases {e1, - ,e,} and
{ér, - ém}.

We verity that for some © = aje; + - - - + ane, we have
n n
[L(@)le = aj[L(e))le = > a;M.; = M.
Jj=1 J=1

2. We start by the directional derivative, as on the last sheets:

dE(u)| .. 1
2| =t 2 B+ 2h) — B )
1
= lin% R / (L(u+¢eh,V(u+¢eh), A(u+ch)) — L(u, Vu, Au)) dz
E—> 9]
= lim E / (L(u+eh,Vu+eVh, Au+ eAh) — L(u, Vu, Au)) dz
e—0 € Q
oL oL oL
- o A
/Q <8uh+ S Vh o+ h)) do

oL, oL oL oL

Hence the Euler-Lagrange equation is:

oc . oL oL
8“ avu+A%—O,f0r$€Q

——,v,) =0, forx € 90, v is normal.




