Variational Methods for Computer Vision: Solution Sheet 1

Exercise: October 24, 2018
Prof. Dr. Daniel Cremers, Marvin Eisenberger, Mohammed Brahimi

Part I: Theory

1. Refresher: Multivariate analysis.
@ i Vf=(zy)"
ii. V= (2" +y*) ()"

© = (00 )

= ()

(¢) i divf=0
ii. divf =2

(d) The solutions for the two functions from 1c are:
i. curl f =2,
ii. curl f =0.

Proof for the curl of the gradient:

af
curl(Vf) = curl <g;@>

dy
o9of 90f
dx 0y  JyOx
_ % g-; _ ;xgg (Symmetry of partial derivatives)
=0.

(e) i. Using the coordinate transformation from 1(b)i with det J = r, the area of a disk Dp
of radius R can be calculated as

2t rR
// dxdy:/ / rdrde
Dr 0 0
1 R

=27 |:7"2:|
2 0

ii. Using a parametrization like in 1(b)ii, yg: [0, 27] — R2,vr(t) = (Rcos(t), Rsin(t))"
with ||7%|l2 = R, the circumference of a circle with radius R can be calculated as

2w
/ ds = Rdy
TR 0

= 27R.



(f) First calculate the left-hand side of the divergence theorem:

// divfda;dy:// 2dxdy
Dpr Dpg

= 27 R (Using 1(e)i)

For the right-hand side, first calculate the normal vector. The points on the boundary dDg
can be characterized by the zero set of g(x, ) = 22 + y? — R?. Calculating the gradient
Vg = (2x,2y)" will give the direction of the normal n, and normalizing the gradient
yields n = (2% +y?)"/2(2,y)" = (z,y)" /R. Now the integral becomes

1
/ (f,m)ds = / L@? £y ds
0DRr TR R
= / Rds
YR
= 27 R?, (Using 1(e)ii)
which is equal to the left-hand side.

Remark: To compute normals on the boundary 0P of a set P C R", you can use the fact that
the gradient is perpendicular to level sets. Define an implicit representation of P such that the
boundary corresponds to the zero set, i.e. define a differentiable function f: R™ — R such that
P={xeR"| f(x) <0}and 9P = {x € R" | f(x) = 0}. The normal at a point x € 9P

corresponds to ”V% ;H It is pointing outwards, since f is negative inside and positive outside
of P.

2. (a) 1i. Associativity:

(/f )h(u—x)dx
/f )h(u — ) dy da
/

fly Yh(u — x) dzdy (Fubini’s theorem)
g(ﬂf —y)h(u —z)dzdy

f / (x +y) —y)h(u — (r+y))dedy (Translation invariance)

f* (g 1)) (u).

Remark: The translation invariance step can be seen as a special case of

/f ds—/f )l det J(p)] dp,



in the following way:

/g(x—y)-h(u—x)dw:/<gosoa'><m>-<hosog><x>dx
R R
=/(go<pi’)(s0y( ) - (h o @)y (2)) | det J,, | da
R N——

=1

— / g(2)h(u — y — )dz,
R

with () = 2 + 3, ¢y (R) = R, ¢{(2) =2 — 5, p3(z) = u —=.
ii. Commutativity:

(f *g)(u /() glu — )
R

/R 9(0u(@) (1 — (@) det J, | dz
— [ fu- )90 ds
R

- / g(2)f(u - ) da
R
=: (9= f)(u),

with @y (z) = u —z, |det J,, | = 1, pu(R) = R.
iii. Distributivity:

[x(g+h)(u /f g+ h)(u—2x)dz
/f g(u—2z)+ f(x)h(u—z)dz

/f u—xdx+/f (u—x)

= (frg+fxh)(u).

(b) We start with the definition of the Fourier transform:

Fireado) = [ ([ foge - nay) e a
:/ f(y) </ gz —y e_zmm’dx> dy.
R R
Introducing the substitution z = x — y, dz = dx we arrive at
/ f </ —2mizy d$> dy _/ f </ (Z)e—Qﬂi(Z+y)V dZ) dy
:/ f y 627rzy1// g(z)6727rizz/ dz dy
R R
— / f(y)e—27riyu dy / g(z)e—Qﬂizu dz .
R R

=F{f}v) =F{g}(v)




(©)

As the Fourier transform and its inverse can be implemented to run in O(nlogn) time,
convolutions of two images with n pixels each can be computed efficiently in O(n logn)
by exploiting this property:

frg=TFHF{f} F{g}}.

The direct approach of implementing the convolution has runtime O (n?).

Let us consider the difference quotient

(f*xg)(x+1t)—(f*g)( /f gz +t—y) —glz—y) ,

l ( v
Now taking the limit ¢ — 0 we have
d TV 9)(fv+t)—(f*g)(w)
. g(z +t —y) —g(z —y)
= / 1y t dy
/ lim f(y ) glrtt=y)=gr=y) dy (see Remark 1)
d
= / F) (o 9@ —y)dy (see Remark 2)
dg _dg
= I de  dx *J-
The remaining equality follows from the above and commutativity of convolution:
d d df df
%(f*g)Z%(g*f)zg*%Z%*

Remark 1: In order to interchange integration and limit, one needs some additional con-
ditions to hold (see Lebesgue’s dominated convergence theorem). The theorem requires
that ( t— ) ( )
geti—y)—glrx—y
Fi(y) = 1) : ,
convergences pointwise to a function Fi(y) — F(y) (1), and F; is dominated by an inte-
grable function F' (2) in the sense

‘Ft(y)‘ < F(y)7Vtvvy'

(1) Pointwise convergence is easy to see, since g is continuously differentiable:
lim Fi(y) = f(y)g'(z —y) -
—0

(2) To find a dominating function, we can use the fact that g is integrable, i.e.

lim g(zr)=0 andthus lim ¢'(z)=0.

Since ¢’ is continuous and tends to 0 for large ||, there is an M such that |¢' ()| < M
for all ¢ € R. From the mean value theorem, we further have

Fi(y) = f(y)g'(&) forsome €[z —y,x—y+t].

Thus, |Fi(y)| < M|f(y)|. Since f is integrable, M| f| is also integrable, so it meets
our requirements for the dominating function.



Remark 2: To see the equality

Mw+t—y%—ﬂi—y):<d

lim
t—0 t
note that for any z = f(x) we have
- g(F@) )~ o)
t—0 t t—0

9(z+1) —g(2)



