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Exercise: January 23, 2019
Prof. Dr. Daniel Cremers, Marvin Eisenberger, Mohammed Brahimi

Part I: Theory

1. Foruj,ug : Q@ — Rand a € (0, 1), we have
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=aFE(u1) + (1 — a)E(ug).

VI is a 2 x 1 matrix, so its rank can be at most 1. The same obviously applies to
VI For the product of two matrices A, B, the rank satisfies the inequality rank(AB) <
min(rank(A), rank(B)). Hence, rank(VIVI') < 1.

Alternatively,
viviT = | = Ll
T, I

If I,, = 0 the first row is zero, if I;, = 0 the second row is zero, in both cases it is clear that
full rank is not possible. If I, # 0 and I,, # 0, the first row and the second row only differ
by a factor of I, /I, which means they are linearly dependent and the matrix cannot have
full rank.

Third alternative: The determinant is zero.

Solving for the roots of the characteristic polynomial
IZ—-) LI,

det [ LI, I2—\
yields the eigenvalues \; = |VI|?, Ay = 0. For the corresponding eigenvectors v;, the
linear system
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has be solved. The resulting eigenvectors are v; = VI and vy = [—1;, I.]" or multiples

thereof. This means the eigenvectors are parallel and perpendicular to the image gradient.



3. The Euler-Lagrange equation for the ¢th component (¢ = 1, 2) reads
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With £ = (Iyv; + Iyvs + I;)* + a(|Vu1]? + |[Vvz|?) one obtains

oL
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so the resulting equation is
Ii(Iyv1 + Lyva + 1) — aAv; = 0.

For a stationary point, the equation must be satisfied for both ¢ = 1 and ¢ = 2 simultaneously.



