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Coding: Consensus Primal-Dual for Sparse SVMs
(24 Points)
Exercise 1 (24 Points). In this exercise sheet you are asked to implement the
consensus Primal-Dual (PDHG) for sparse binary SVM training, that you have
derived last week. The problem is phrased as an optimization problem of the form:

min
w∈Rd,b∈R

N∑
i=1

`(w, b;xi, yi) + λ‖w‖1, (1)

where `(·, ·;xi, yi) is the hinge loss defined according to

`(w, b;xi, yi) := max{0, 1− (〈xi, w〉+ b)yi}. (2)

More precisely, you are asked to do the following:

1. Implement a MATLAB function, that takes as an input argument the feature
matrix X ∈ RN×d and a vector y ∈ {−1, 1}N of binary class labels and returns
the classifier (w, b) ∈ Rd+1. Here, N is the number of training examples and d
is the feature dimension.

2. Use the code template from the logistic regression task and classify the toy
data. Since the SVM-model is suited for two classes only, you are asked to
train for each class an individual classifier in a one-vs-rest fashion. More
precisely, you have to call the function c times for each class 1 ≤ i ≤ c, where
all examples belonging to class i are labeled as 1 and the rest is labeled as −1.

3. Stack the individual classifiers into a classifier matrix W ∈ Rd×c, B ∈ Rc and
use the logistic regression code template to visualize the classifier.
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