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Theory: Stochastic Gradient Descent (8 Points)
Exercise 1 (8 Points). Let f : Rn → R be L-smooth, i.e. differentiable with
Lipschitz-continuous gradient with modulus L > 0. Let x, y ∈ Rn. Prove that it
holds

f(y) ≤ f(x) + 〈∇f(x), y − x〉+ L

2
‖x− y‖22.

Hint : First prove that it holds that:

f(y) = f(x) +

∫ 1

0

∂f(x+ t(y − x))

∂t
dt.

Coding: Multinomial Logistic Regression on MNIST
with SGD (16 Points)
In this exercise you are asked to implement different variants of (minibatch-)SGD
for logistic regression, as discussed in the lecture. Benchmark the different variants
against each other on MNIST. You may use the solution for the logistic regression
task (sheet 4) with full batch gradient descent, provided online. More precisely you
are asked to do the following:

• Download the solution for full batch proximal gradient descent for logistic
regression and alter the code accordingly.

• Play around with different batch sizes including batch size one (original SGD).

• Play around with different step sizes (learning rates) σt, including a vanishing
step size schedule σt :=

C
t
, for some C > 0.

• Benchmark the different variants (including full batch and original SGD with
vanishing step size) against each other on MNIST, plot the energy over the
iterations.
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