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Theory: Stochastic Gradient Descent (8 Points)

Exercise 1 (8 Points). Let f : R" — R be continuously differentiable and c-strongly
convex. Recall that this means that

c
f(@) = fy) + (V) —y) + 5l —yl3. (1)
Prove that f has a unique minimizer £* and show the following inequality:

2¢(f(2) = f(2") < [VF(@)]3-

Coding: Variance Reduction (16 Points)

In this exercise you are asked to implement a simple variance reduction approach
for SGD, which is also referred to as big-batch stochastic gradient descent. The key
idea is to adaptively increase the batch size during iterations.

e Download the solution for full batch proximal gradient descent for logistic
regression and alter the code accordingly.

e Increase the batch size during iterations adaptively.
e You may keep the learning rate constant during iterations.

e Argue why a small batch size gives a good descent direction in the beginning
but in the limit there is almost no progress.



