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Convex conjugate (14+6 Points)

Exercise 1 (4 points). Let A € R™" be orthonormal, meaning that ATA = AAT =
I. Let the convex set C' be given as

C:={ueR": ||Aul|, < 1}.

Compute a formula for the projection onto C' given as
: 1 2
I (v) := argmin,cpa §||u —vll5, st.uedC.

Hint: Show that the />-norm of a vector is invariant under a multiplication with an
orthonormal matrix A, meaning that ||ul|s = ||Aul|s.

Exercise 2 (6 points). Assume J : R" — R, compute the convex conjugate of
following functions:
o J(u) = gllulld =321 jlwl?, g € [1,+oc).

T g i=1gq

L] J(U) = Z?:l uzloguz + 5An—l (u)

2
. Jw) = { ey, lrull, < e

~+00, otherwise
Exercise 3 (4 points). Assume J : E — R, prove following facts of convex conjugate:
o J()=alJ(:) = J() =aJ*(-/a), a > 0.
¢ J()=J(—2)= T ()= T () + {2

Exercise 4 (6 points). Show that projection onto a convex set is Lipschitz contin-
uous with constant equals 1, i.e.

Mg (u) = e )| < [lu—vl], Vu,v € E

where C' is a convex set.



