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Exact Line Search (14+6 Points)
Exercise 1 (6 Points). Let Q ∈ Rn×n be a positive definite symmetric matrix.
Prove the following inequality for any vector x ∈ Rn

(x>x)2

(x>Qx)(x>Q−1x)
≥ 4λnλ1

(λn + λ1)2
,

where λn and λ1 are, respectively, the largest and smallest eigenvalues of Q.

Exercise 2 (6 Points). Let Q ∈ Rn×n be symmetric positive definite, and b ∈ Rn.
As in the previous exercise, denote the eigenvalues of Q as 0 < λ1 ≤ λ2 ≤ . . . ≤ λn.
Consider the quadratic function f : Rn → R, x 7→ 1

2
x>Qx− b>x and show gradient

descent with exact line search has the following convergence property:
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∥∥2

Q
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Q
,

where x∗ ∈ Rn denotes the global minimizer of f .
Hint: use the inequality from exercise 1.
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