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Duality (12-+6 Points)

Exercise 1 (6 Points). Let X, Y € R™" be matrices and let Y;, X; € R™ denote
the i-th columns of X,Y. Then, the Frobenius scalar product is defined as follows:

n

<X7 Y>F = Z<Xﬂ}/’b>7 (1)

=1

where (X;,Y;) is the classical vector scalar product. For notational convenience we

often omit the subscript F'in (-, -) . Compute the convex conjugates of the following
functions:

1. f1 CR™Y 5 R U {OO} where fl(X) = HXH2’OO = maXi<i<n HXZHQ
2. fo: R™™ — RU{occ} where

0 if [ X(la =200 [ Xilla <1,

oo otherwise.

fo(X) =01 (X) = {

Solution. 1. Let X € R™*" ||X|]2; < 1. We have any for Y € R™*™:

n

(X,Y)p =) (X.,Y)

=1

<D 1Xil -Vl
i=1

n
<31 - max |1
— 1<j<n

= [ X2 - (Y 200-

This implies that
(X, V) p = IV 200 < 1 X]l21 - [V l200 = 1Y ll2.00 = ([ Xl20 = 1) - [V ]]2,00 < 0
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Since (X,0)r — [|0]|2,00 = 0 we get
fi(X) = sup (X,Y)p —[[Y |20 =0.

YERMX”
Now let || X1 > 1. Define Y € R™ " so that the i-th column Y; of Y,

1<i<nisgivenasy; := H))(('iHQ’ which implies ||Y |20 = 1. We get

(X, Y)p = [IXilla = [|X]21-
=1

For a > 0 we get

(X,aY)p — [[aY a0 = @ ([[X]l20 —1).
1
>

Therefore,

fi(X) = sup (X, V)p = [[Ylg00 = 00.
YeRan

Altogether we obtain
FI(X) = 0o <1 (X))

2. We have f, = f] and since f; is closed, proper and convex we have

=M=/

Exercise 2 (4 Points). Assuming J : R® — R, ¢ > 0, ¢ € R”, and J* (i.e. the
convex conjugate of J) are known, derive the expression of ({c,-) +&J(:))* in terms
of J*, ¢, and c.

Solution. i}
((c,-) +eJ() (p) = sup (u,p) — ((c,u) +eJ(u))

u€R™

= sup (u,p —c) —&J(u)
u€R™

o (w225 -0

u€R™

« (P —C
=eJ*( - )
Exercise 3 (8 Points). Let C' € R™*" € R™ v € R", € > 0 be given. Define
1, = (1,1,...,1) € R™ and similarly for 1,, € R". Consider the “optimal mass
transport” problem:

H}}n F(KX)+ G(X),
where

F:(u,v) € R™ x R" = §{(u,v) = (u,v)} € R,

G: X eR™" i i <CUX1] + &TXZ'j(lOg Xij — 1) + (S{XZ] > 0}> S R,
i=1 j=1

K: X cR™"— (X1,,X'1,) e R™" x R".
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(1) Use the Fenchel-Rockafellar duality theorem to derive the dual formulation of
the above problem. The formulae for the convex conjugates of F™* and G* must be
explicitly provided.

Hint: The adjoint of K (denoted by K ') can be derived as K" : (u,v) € R™ xR
ul) + 1,07 € R™ny

(2) State the optimality conditions which involve both primal and dual variables.
The formulae for all involved subdifferentials must be explicitly provided.

Solution. (1) We use (p,q) € R™ x R" to denote the dual variable. Firstly, we
compute the convex conjugate of F'.

F*((p,q)) = supy (P, u) + (¢, v) — 6{(u,v) = (u,v)}
= (o) +{g,v)
Denote J(X) = >, >0 Xij(logXy; — 1) + 6{Xi; > 0}. We can write G(X) =

(C, X)p + €J(X) with (-,) is Frobenious product. By using the result from Q1,
we get

(3)

G*(Y) = GZZeXp(Yij%CU) (4)

Thus, the dual formulation is

F*((p,0) + G (=K (p, ) = (p, ) + (g, v) + EZZexp(_pi —4 = Cy

€

i=1 j=1
(2) The optimality condition for primal variable:

KX € 0F*((p.q))
=KX = (p,v) ©)
=

X', =v

Denote a subset @ := {X € R™*" : X;; > 0} and Ng(X) as the normal cone of @)
at X. The optimality condition for dual variable:

— K'(p,q) € 9G(X)
= —pl,) —1,,q" € C+ elogX;; + No(X)
= —pl,) —1,,¢" — C — elogX;; € No(X) (7)
= (—pl) —1,q" —C —elogX,;;,Y — X) <0, VY € Q
=p; +q; + Cij +elogX;; =0



